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Abstract -  Although Gas Chromatography (GC) 
is highly accurate, it is costly, highlighting the need 
for a more affordable method for alcohol detection. 
Ethanol and methanol have different evaporation rates 
and dielectric constants, suggesting the potential for 
classification as an alternative initial step to GC based 
on differences in dielectric due to evaporation using 
Capacitive Soil Moisture (CSM) sensors, although it 
has not been previously attempted. The research aimed 
to present a novel machine learning for ethanol and 
methanol classification with CSM sensors. The method 
involved placing evaporated samples on CSM plates 
and measuring the change in evaporative dielectric 
properties over time. The data were then processed 
using Python, preprocessing data, splitting data, and 
training various classifiers with key differentiators 
based on standard deviation, mean, difference, and 
cumulative summary. Then, model accuracy was 
evaluated. The research results show that the approach 
can distinguish between pure ethanol and methanol 
based on the dielectric differences in each substance's 
evaporation rate using machine learning training 
methods with classifiers such as Random Forest, Extra 
Trees, Gaussian Naive Bayes, AdaBoost, and Logistic 
Regression with seven folds in cross-validation, L2 
regularization, and Newton-Cholesky solver, with 
accuracies of 96.67%, 96.67%, 96.67%, 93.33%, and 
93.33%, respectively. Although the research is limited 
to the classification of two types of alcohol, the novel 
approach can classify methanol and ethanol, leading to 
a potential initial step in determining alcohol content 
in the future. It can be an alternative to GC with a 
simpler and more affordable setup using CSM sensors. 

Keywords: machine learning, ethanol classification, 
methanol classification, Capacitive Soil Moisture 
(CSM)

I. INTRODUCTION

Different types of alcohol, particularly ethanol 
and methanol, which are widely used and circulated 
in society, both in the health sector and industry, such 
as in fuel mixtures affecting engine performance, 
have different physical and chemical properties (Iliev, 
2021). Ethanol has a boiling point of 78.4°C, while 
methanol has a boiling point of 64.5°C (Yanti et al., 
2019). Ethanol and methanol also have differences 
in viscosity due to the difference in molecular mass. 
Ethanol has a higher molecular mass than methanol, 
thus making ethanol more viscous than methanol 
(Putri & Kalsi, 2017). It is a key factor influencing 
the evaporation rate of the substances. Each type of 
substance has a different dielectric constant, such as 
24.30 for ethanol, 22.60 for methanol,  and 80.40 for 
water, with a higher dielectric constant indicating 
greater polarity of the compound (Septiana & Asnani, 
2013). Each mixture of solutions, such as ethanol 
and methanol, has different dielectric properties 
due to molecular interactions within the ethanol and 
methanol mixture and changes in dielectric structure 
and properties as the ethanol content in the methanol 
compound increases (Lone et al., 2008).

Ethanol and methanol are commonly 
distinguished accurately using Gas Chromatography 
(GC). Additionally, GC determines the concentration 
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of volatile compounds, such as in the analysis of 
formic acid, methanol, and the quantification of 
ethanol and methanol from bioreactor samples using 
Gas Chromatography-Flame Ionization Detection 
(GC-FID) (Joseph et al., 2022) and determining the 
chemical composition of alcoholic beverages using 
Gas Chromatography-Mass Spectrometry (GC-MS) 
(Savchuk et al., 2020) and GC-FID (Paolini et al., 
2022). Ethanol can be used as an internal standard for 
quantifying volatile compounds in alcoholic products 
with GC-MS (Korban et al., 2021). However, procuring 
GC requires high costs and a long time from powering 
up the device to obtaining measurements. GC also 
requires a relatively expensive gas supply that must 
be replaced periodically when depleted. Therefore, 
there is a need for a more affordable alternative to 
determining alcohol content, as proposed in the 
research.

Based on the differences in the physical and 
chemical properties of various types of alcohol, 
specifically ethanol and methanol, the differences 
in evaporation rates related to changes in dielectric 
properties have the potential to be distinguishing 
factors between these two types of alcohol. One 
Arduino sensor, the Capacitive Soil Moisture (CSM) 
sensor, typically used to determine soil moisture, 
operates based on the principle of dielectric properties 
and has the tendency to differentiate a solution when it 
has different dielectric properties (Hrisko, 2020). The 
differences in dielectric constants for various types 
of alcohol have been previously studied using the 
Kirkwood model calculation with a capacitor under 
a pressure of 01.3 kPa at temperatures of 283.15 and 
293.15 K. The working principle of the instrument 
involves measuring the change in electrical signal in a 
capacitor and resistor related to the dielectric constant 
of the liquid sample tested, allowing the determination 
of differences in dielectric constants in various 
liquids such as water, ethanol, methanol, and butanol 
(Mohsen-Nia et al., 2010).

The classification of compounds, in this 
case, ethanol or methanol, can be performed using 
machine learning methods, which is a branch of 
artificial intelligence that enables the development 
of algorithms to teach a machine to perform specific 
tasks and learn independently from data (França et al., 
2021). Data classification can be done using statistics 
such as mean, variance, and many more (Vijithananda 
et al., 2022). Using other statistics, such as cumulative 
summary, is also possible. Previous machine learning 
research includes using methods like Extra Trees and 
Support Vector Machine (SVM) to predict breast 
cancer risk factors (Alfian et al., 2022), AdaBoost to 
determine whether someone has alcohol use disorder 
(Park et al., 2021), Random Forest to predict loan 
(Sathish Kumar et al., 2022), and Random Forest to 
recognize drunk driver (Li et al., 2020). There are also 
common classification methods that can be performed 
without machine learning, such as Logistic Regression 
in various health fields, among others (Schober & 
Vetter, 2021).

The results of differences in dielectric due to 
evaporation over time of ethanol and methanol can 
be processed using machine learning with various 
conditions such as regularization and cross-validation 
on various classifiers. It can differentiate the type of 
alcohol (methanol or ethanol) tested based on the 
training model that has been carried out on machine 
learning. With the test results, it is hoped that the 
training model of a classifier will be able to distinguish 
whether the results of the evaporation trend over time 
in a new sample are ethanol or methanol compounds.

With only two classes, namely ethanol or 
methanol, as a binary classification, the focus of 
the research is to determine the potential of CSM in 
distinguishing types of alcohol (methanol or ethanol) 
from evaporation and data processing using machine 
learning, which is processed using Python. The 
research is limited to the two types of alcohol that are 
most widely circulated in society, namely ethanol and 
methanol. It can be further developed to determine 
other types of compounds and levels of other volatile 
solutions using different dielectrics.

Finally, the use of CSM to classify ethanol or 
methanol using machine learning based on data on 
differences in dielectric due to evaporation of the 
material has the potential to be a cheaper alternative 
to GC instruments. This method can serve as an 
initial alternative, especially for the bioethanol and 
biomethanol sectors, as well as small to medium-scale 
industries that require quick analysis. Determining 
levels using sensors and methods has never been done 
by any authors, leading to the novelty of the research.

II. METHODS

The data used are collected from an 
instrument for one hour with a five-second reading 
interval. Commercially procured 99% ethanol 
(Merck, 1.00983.2500) and 99% methanol (Merck, 
1.06009.2500) serve as the test samples. Each reading 
is carried out 37 times for each type of sample (ethanol 
and methanol) with two CSM sensors for every 
measurement, which is then ready to be processed 
using machine learning in Python. The flow process 
diagram in the research is shown in Figure 1.

Figure 1 shows the flow process diagram in 
the research. The construction and measurement 
tool in the research is built using An Arduino UNO 
board with two CSM sensors (CSM 1 and CSM 2) 
as the main sensors to measure sample evaporation, 
Real Time Clock (RTC) DS3231SN to determine 
the measurement time, and BME 280 to determine 
environmental conditions in this case temperature, 
humidity, and pressure. The tool is placed in a closed 
container to minimize environmental interference 
and is connected to an adapter to read each datum 
automatically after the sample is dropped. There is a 
two-minute break to clean up the remaining solution, 
which has not evaporated for an hour, and drip the 
samples back into the two CSM plates. The tool used 
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Figure 1 Flow Process Diagram in the Research

Figure 2 Capacitive Soil Moisture (CSM) Yield Graph for 99% Methanol 
and 99% Ethanol against Index (Time)
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in the research is shown in Figure 2. Figure 2 shows 
that CSM 1 and 2 are respectively connected to pins 
A1 and A2 on the Arduino UNO.

Before checking using the instrument tool, the 
original methanol and ethanol levels are checked using 
GC-MS in a testing laboratory. The results of checking 
the levels are in the form of a wide response area of   the 
chromatogram. Then, it is calculated in percentages to 
determine the levels.

Data collection using the instrument tool is 
carried out using a pipette to take each sample using a 
pipette filler and a pipette of 0.2 ml. The samples are 
99% ethanol and 99% methanol. Each sample taken is 
then placed evenly on the CSM plate, with the solution 
leveling limit determined for each CSM.

The data collected are then preprocessed before 
being processed further. The data preprocessing on 
each measurement result is done by changing the 
time data in each txt file resulting from the tool for 
each series of evaporation data of a concentration in 
the n-th replication into date time form. Then, it is 
converted again into a timestamp. The timestamp is 
set so that each datum has a measurement time range 
in the form of an index in seconds from 0 to the n-th 
time, which is the same. The 1 hour is used for each 
sample with an interval of 5 seconds, so there are 
720 data per sample. Then, initial data processing is 
carried out to remove outliers, with the outlier criteria 
being the results of CSM 1 and 2 sensor readings, 
which have values   much higher or lower than several 
adjacent neighboring data with a certain threshold. 
There are many outliers at the beginning and end of 
the measurement, so only the 50th to 650th data out of 
720 data (1-hour measurements at 5-second intervals) 
are taken for processing. Then, the data are smoothed 
using the Savitzky-Golay filter (savgol_filter) so that 
outliers can be minimized. Savgol_filter is used for 
smoothing data in the research because it is effective 
in reducing noise while preserving key features like 
peaks and curves, which are very important to maintain 
(Baihaqi et al., 2021).

The model is defined by classifying 99% 
ethanol and 99% methanol data based on the results 
of each CSM sensor and the environmental conditions 
read by Bosch Measurement Environmental (BME) in 
each file. Each data reading result for 1 hour is divided 
into several parts (n), and the cumulative total value 
is calculated for each part to differentiate 1 data point 
from other data points with similar characteristics based 
on the cumulative total. The goodness of measurement 
results of these features uses the accuracy of each 
classifier (32 classifiers) that is most optimal in each 
division (n). The change in element values   used in each 
classifier for machine learning models is in the range 
of 20 to 50, so the most optimal element values   can 
be determined to determine accuracy. Apart from the 
cumulative number, standard deviation, average, and 
difference parameters are also determined to become 
data classifier features. The research uses several 
formulas: Standard Deviation (SD) in Equation (1), 
the average ( ) in Equation (2) (Quirk & Palmer-

Schuyler, 2020), the difference (Di) in Equation (3), 
and the cumulative summary (Cumsum) in Equation 
(4) (Tygert, 2021).

,  (1)

,    (2)

,    (3)

.   (4)

The formulas have n as the number of samples, 
xi as a series of n sample values, and  as the 
average (Quirk & Palmer-Schuyler, 2020). Then, Di 
is the difference between x elements at index  i + 1 
(Tygert, 2021). The Logistic Regression with cross-
validation and various types of existing classifiers 
are used to determine the classification with the best 
accuracy. In determining just two compounds, namely 
99% methanol and 99% ethanol, the probability is 
determined using the Sigmoid function shown in 
Equation (5) (Liu et al., 2021). It has β0, β1, ..., βp as 
the regression coefficients β, x1, x2, ..., xp as the input 
features of x, and e as the Euler number. The Sigmoid 
probability used in Logistic Regression calculates 
class y = 1. For an alternative class, namely y = 0, the 
probability is 1-P(y = 1|x) (Liu et al., 2021).

.           (5)

In Logistic Regression, model training uses 
regularization and an appropriate solver. Solver 
is an algorithm to find optimal parameters for the 
Logistic Regression model, and regularization is a 
technique to prevent overfitting by adding a penalty 
term to the model's loss function (Nur et al., 2023). 
Additional tests are conducted using several solvers 
with L1, L2, and Elastic Net regularization according 
to the type of solver used. The L1, L2, and Elastic 
Net regularization formulas, together with the loss 
function in classification and logistic loss, are shown 
in Equations (6) to (9) (Nur et al., 2023).

    (6)

      (7)

      (8)

Elastic net = LogLoss + 
.       

         (9)

The LogLoss is logistic loss. It is the loss 
function of an optimized classification method, where 
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n is the number of samples, yi is the actual label (0 or 1) 
for sample i, and hβ(xi) is the probability that has been 
predicted by the model for sample i by calculation 
using Sigmoid function. In Logistic Regression, the 
prediction results belonging to a certain class are 
calculated using a logistic function, which produces 
a value between 0 and 1 with a Sigmoid function for 
binary classification of Logistic Regression (Parhusip 
et al., 2020). Then, L1 is Lasso regularization, and L2 
is Ridge regularization, where λ is a regularization 
parameter that controls the amount of penalty for 
both L1 and L2, βj is the regression coefficient for 
the j feature, and in elastic net, α is a parameter that 
controls the division of the L1 and L2 penalty ratio 
and value between 0 and 1 (Nur et al., 2023).

In the Logistic Regression model, L2 
regularization is used in Newton Cholersky because 
this solver is suitable for second-order derivatives 
for a smooth and differentiable penalty like L2, L1 
regularization is used in Liblinear solver because 
Liblinear can handle non-smooth optimization 
problem form in L1, and Stochastic Average Gradient 
(Saga) solver is used for elastic net because this solver 
can optimize both penalty combination with variance 
reduction. Every regularization with every solver is 
calculated with the default λ parameter in Python, 
namely 1.0, and each model is used on 148 data (74 
data from CSM 1 and 74 data from CSM 2) with 80% 
training data (118 data) and 30 testing data. Then, 60 
features are used. They are adjusted to the best results 
from changes in the values   of dividing elements in the 
data for standard deviation results, cumulative values, 
and averages that provide the best accuracy in the 
model. 

The final step in the research is evaluation of the 
results. Evaluation of research results is carried out by 
determining the accuracy of each model in machine 
learning with various classifiers. In determining 
various types of classifiers, the accuracy is determined 
to be 90% or more for the type of classifier, which is 
considered to have good results.

In the evaluation of the optimal solver 
and penalty for the Logistic Regression model, 
performance is further assessed using a confusion 
matrix and the Area Under Curve (AUC) from the 
Receiver Operating Characteristic (ROC) curve. The 
ROC curve provides a graphical representation of the 
True Positive Rate (TPR) versus the False Positive Rate 
(FPR). The AUC, representing the area under the ROC 
curve, offers a measure of the model’s sensitivity and 
specificity. An AUC value exceeding 0.8 is considered 
a strong model performance (Rizzo et al., 2023).

III. RESULTS AND DISCUSSIONS

The results of determining the purity levels of 
ethanol and methanol used as samples for research 
based on GC-MS are shown in Table 1. The GC-MS 
test results show that the original written content of 
pure ethanol and methanol as the material used does 

not have a content value reaching 99% but only 
98.848% for ethanol and 96.071% for methanol.

Table 1 Sample Purity Results from Gas 
Chromatography-Mass Spectrometry (GC-MS)

No Name Retention Time Content (%) 
1. Ethanol 2.415 98.848 
2. Methanol 1.911 96.071 

The results of the tool reading are in the form of 
a txt file containing six columns, namely Timestamp, 
CSM 1 and CSM 2 for both CSM sensors, Temperature 
for temperature, Humidity for air humidity, and 
Pressure for air pressure with 720 lines of data. Each 
result from the CSM sensor, i.e., CSM 1 and 2, against 
time (Timestamp), is depicted using a graph in Python. 
The pattern of pure ethanol and methanol samples 
shows quite different results based on the evaporation 
graph produced (Figure 3).

The evaporation patterns observed in Figure 3 
suggest the potential of CSM sensors to distinguish 
between the two sample types. This finding paves the 
way for the classification of various samples based 
on their evaporation characteristics. For each 99% 
ethanol and 99% methanol dataset, preprocessing is 
carried out in the form of calculating the SD, average, 
cumsum, and diff for each n row (2-50) of the 600 
selected data, which are different from each other so 
that classification can be carried out using machine 
learning. In the initial (samples 1−49) and final 
segments (samples 651−720) of the dataset, numerous 
outliers are identified due to unstable evaporation 
measurements. Early in the process, fluctuations are 
significant as the system has not yet stabilized. In 
the final phase, values change drastically due to the 
minimal remaining liquid volume since most have 
evaporated.

Only stable data segments are utilized to avoid 
excessively high or low values, standardize the dataset, 
and mitigate the presence of outliers to address these 
issues. Additionally, the Savgol_filter is applied as a 
smoothing technique. This filter effectively minimizes 
sudden spikes in the data caused by unstable electrical 
currents during measurement by averaging the 
fluctuations. The application of the Savgol_filter 
ensures a more reliable dataset by softening abrupt 
changes and enhancing the overall stability of the 
recorded measurements.

In Logistic Regression classification, there 
are several provisions, namely cross-validation with 
seven folds (k) and several types of regularization and 
solvers to prevent overfitting (Table 2). The fold value 
setting is adjusted because too many fold values   can 
cause overfitting even though they tend to be stable, 
and fold values   that are too low can make the model 
performance inaccurate, so evaluation errors may 
occur (Chollet, 2021). In this case, the fold value is 
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increased to seven to overcome data limitations and 
provide optimal model results, thereby reducing 
evaluation errors and preventing fold overfitting in L2 
regularization. The solver used is Newton Cholesky 
which is commonly used in Logistic Regression 
(Li, 2023). The Cholesky Newton solver works by 
minimizing a loss function that can only be paired with 
no penalty or L2 penalty (Gupta et al., 2021). L2 can 
handle limited data but has many features by squaring 
the coefficients to suit the research conditions.

Although no significant differences are observed 
in accuracy across various solvers and regularization 
techniques, the highest accuracy is achieved using 
the Newton-Cholesky solvers with L2 regularization. 
From the accuracy results in Table 2, the Newton 
Cholesky solver provides accuracy with the highest 
results, 93.33%. It shows that Newton Cholesky with 
L2 regularization provides good accuracy results and 
can model the data well. The Liblinear solver with L1 
regularization also has good accuracy, up to 90.00%. 
Liblinear is a solver that is suitable for large datasets. 
However, because the data used are limited, this solver 
is less suitable for use. Further evaluation using the 
Confusion Matrix (Figure 4) and ROC results (Figure 5) 

is carried out for the best Logistic Regression model. 
It uses Logistic Regression with the Newton-Cholesky 
solver and L2 penalty.

Figure 4 shows the confusion matrix of the best 
Logistic Regression model with Newton-Cholesky 
solver and L2 penalty. This model demonstrates 
balanced classification, with True Positives (15), 
True Negatives (13), and Precision and Recall of 0.93 
for class 0 and 0.94 for class 1. It leads to consistent 
F1 scores for both classes. This result highlights the 
model’s effectiveness in distinguishing ethanol and 
methanol based on dielectric and evaporation rate 
differences.

The AUC from the ROC curve is 0.92 in Figure 5. An 
AUC value of more than 0.8 is considered to indicate 
that the model provides high accuracy (Rizzo et al., 
2023). So, it is determined that the Logistic Regression 
model with an AUC of 0.92 can identify positive and 
negative instances well.

Further evaluation using 32 different classifiers 
in Python, without additional data processing, reveals 
that the Extra Trees, Random Forest, and Gaussian 
Naive Bayes achieve the highest accuracy of 96.67% 
on testing data. The AdaBoost Classifier closely 

Figure 3 The Evaporation Patterns from Capacitive Soil Moisture (CSM) 
Data for 99% Methanol and 99% Ethanol against Index (Time)

Table 2 Accuration Results from Various Types of Regularizations 
and Solvers in Logistic Regression

No Solver Penalty Accuracy (%) 
1. Newton-Cholesky L2 93.33
2. Liblinear L1 90.00
3. Saga L1 : L2 = 25 : 75 86.67

L1 : L2 = 50:50 86.67
L1 : L2 = 75 : 25 86.67
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Figure 4 Confusion Matrix of Logistic Regression 
with Newton-Cholesky Solver and L2 Penalty

Figure 5 Receiver Operating Characteristic (ROC) in Logistic Regression 
with Newton-Cholesky Solver and L2 Penalty
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follows, with 93.33% accuracy. Changes are made 
to element values   to determine evaluation based on 
the differences in accuracy. Only classifiers with an 
accuracy of more than 90% of 32 classifiers in Python 
are selected, which are considered good (Table 3).

Based on the results of the accuracy of changing 
the elements taken, it is determined that changing the 
number does not significantly affect the accuracy 
results. It still produces the three best models: Extra 
Trees, Random Forest, and Gaussian Naive Bayes. 
However, it can be determined that features with too 
few elements will make the model too complex, while 
those that are too large can be unrepresentative of the 
data. Hence, it is determined that an element value of 
50, even if it is large, is enough to provide the best 
accuracy in each classifier naturally without changing 
the components in the classifier.

Changes in accuracy can occur as a result of the 
data processing process in the form of changing the 
array using the selection of certain elements. The array 
transformation resulting from changes in the values   
of selected elements greatly influences the follow-up 
process. The greater the value of the variable is, the 
less data will be processed. So, it tends to be more 
general to data fluctuating, and there will be changes 
in data patterns.

The changes in accuracy in some classifiers 
are not statistically significant. However, the results 
suggest that using certain conditions, such as selecting 
every 50th element in an array and calculating the 
difference between consecutive elements, introduces 
more precise modifications to the data. These methods 
effectively alter the representation of values within 
the input array without changing the original data 
(Harris et al., 2020). In addition, since classification 
is carried out without overfitting prevention, such as 
cross-validation or regularization for relatively limited 
data with many features, there is still the possibility 
of the model overfitting to very good accuracy. In 
addition, no evaluation of ROC, AUC, or confusion 
matrix is carried out on the 32 classifiers because 
there is a tendency for overfitting. Then, there is no 
optimization of the parameters of each classifier used, 
and more focus is placed on several elements that can 
be determined from the measurements. However, the 

accuracy results of each classifier indicate that the data 
can be predicted well using the models even without 
any preprocessing techniques.

Based on the results, it is determined that the 
machine learning method using Random Forest, Extra 
Trees, Logistic Regression with cross-validation with 
seven folds, L2 regularization, Newton-Cholesky and 
Liblinear solver, Gaussian Naive Bayes, and AdaBoost 
on the CSM reading results of both types of alcohol 
(ethanol and methanol) provides very good accuracy, 
above 90%. The values are 96.67%, 96.67%, 93.33%, 
96.67%, and 93.33% for Extra Trees, Random Forest, 
Logistic Regression with several conditions, Gaussian 
Naive Bayes, and AdaBoost, respectively. These five 
types of classifiers are determined to differentiate 
types of alcohol based on evaporation. It is due to 
evaporation speed and changes in numbers related to 
the dielectric of the material accurately. High accuracy 
shows that most data are predicted correctly based on 
the training results using machine learning.

The results indicate that the tool effectively 
distinguishes between types of alcohol based on the 
distinct evaporation characteristics and dielectric 
properties of each sample type. Although the research 
is limited to two alcohols (ethanol and methanol), 
this finding suggests that CSM has the potential for 
differentiating other volatile compounds, particularly 
those with low boiling points, such as various other 
alcohols, based on their unique dielectric properties.

Though not yet implemented physically, the 
classification results from this tool can be extended with 
an LCD display that shows classification predictions, 
such as “ethanol” or “methanol”. This setup can further 
evolve into a capable device of determining ethanol-
methanol levels in a mixture using regression methods. 
The proposed monitoring system can enable rapid and 
cost-effective identification of ethanol or methanol in 
raw materials or final products, providing a feasible 
alternative to conventional methods. However, it is 
currently tested only on simulated data. 

A potential implementation scenario for this 
tool is in the bioethanol or biomethanol industries, 
where it can be used to identify pure ethanol and 
methanol without contaminants for potential use in 
gasoline. The usage process will proceed as follows: 

Table 3 Classifier Accuracy with Change in Element Values (20 to 50)

No Classifier
Accuracy (%) in Every Element Values

20 30 40 50
1. Extra Trees Classifier 96.67 96.67 96.67 96.67
2. Random Forest Classifier 96.67 96.67 96.67 96.67
3. AdaBoost Classifier 93.33 93.33 93.33 93.33
4. Gaussian Naive Bayes 96.67 96.67 96.67 96.67
5. Logistic Regression 86.67 86.67 86.67 86.67
6. Gradient Boosting Classifier 90.00 90.00 90.00 90.00
7. Ridge Classifier Cross Validation 90.00 90.00 90.00 90.00
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a sample is placed on the CSM sensor, which records 
the evaporation profile over one hour to capture the 
distinctive evaporation pattern of ethanol or methanol. 
The recorded data are then analyzed by machine 
learning models stored in the device’s memory like 
Arduino UNO, with the predicted result displayed on 
an LCD screen as “ethanol” or “methanol”.

IV. CONCLUSIONS

In the research, the classification of alcohols, 
specifically ethanol and methanol, as a cost-effective 
alternative to GC has been successfully demonstrated 
using a method that determines evaporation rates 
based on dielectric differences via CSM and machine 
learning classification. Specifically, the difference in 
the dielectric of the evaporation speed of ethanol and 
methanol read by CSM can be used to differentiate 
between pure ethanol and methanol by classification 
using several machine learning methods. The logistic 
regression with cross-validation with seven folds, 
Newton Cholesky solver, and L2 regularization 
with an accuracy of 93.33% and an AUC value of 
the ROC curve of 0.92. It indicates that the model 
provides good prediction accuracy for ethanol and 
methanol. Furthermore, without further processing 
for hyperparameters, the Random Forest classifier, 
Extra Trees Classifier, and Gaussian Naive Bayes can 
differentiate ethanol and methanol with an accuracy 
of 96.67%, followed by the AdaBoost Classifier with 
an accuracy of 93.33%. It is the same as logistic 
regression with various regularization and cross-
validation conditions. 

However, the research is limited to two types 
of commonly used alcohols with a small dataset, but 
it serves as a preliminary step for future research 
involving various volatile solutions. Additionally, 
the machine learning classification is conducted 
without hyperparameter optimization. However, 
it demonstrates that the research can be applied 
to different machine learning algorithms with 
reasonably good accuracy. The research can also be 
further developed for other types of alcohols, and the 
concentration proportion between two volatile liquids 
can be determined by regression. Therefore, future 
research can be explored in a different solution with 
different dielectric evaporations.
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