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Abstract—The process of learning theory and the
limited ability to remember anything, especially a for-
eign language, often cause students to have difficulty
understanding lessons, especially in determining the type
and taxonomy of the animal. With the assistance of
computer vision technology, students can more effectively
face various challenges, enhance their understanding, and
improve their ability to apply the concept of animal
classification. The research classifies the taxonomy of 90
animals using Transfer Learning ResNet 152. It aims to
analyze the performance of Transfer Learning ResNet
152 on the 90-animal dataset. The results show that
in Model A with an architecture with frozen layers in
6 ResNet blocks, the highest evaluation value obtained
is 0.9222 on Batch size 4 with Dropout 6, 0.9241 on
Batch size 8 with Dropout 7, 0.9259 on Batch size
16 with Dropout 8, and 0.9296 on Batch size 32 with
Dropout 4 and Dropout 7. Meanwhile, in model B with
an architecture with frozen layers in 5 ResNet blocks
and one non-frozen block, the highest evaluation value
obtained is 0.7611 on Batch size 4 with Dropout 8, 0.8713
on Batch size 8 with Dropout 2, 0.8852 on Batch size 16
with Dropout 1, and 0.9204 on Batch size 32 with Dropout
3.

Index Terms—Taxonomy of Animals, Classification,
Transfer Learning Resnet-152

I. INTRODUCTION

IMAGE classification is a machine learning tech-
nique that quickly and accurately recognizes, iden-

tifies, and distinguishes images. It is closely related to
recent advancements in image classification research,
such as data augmentation and optimization methods,
which can significantly improve various Convolutional
Neural Network (CNN) models, particularly in transfer
learning performance [1].
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Animal taxonomy is a field in biology that studies
how to group, classify, and systematically arrange
animals based on their similarities and differences in
characteristics. Its goal is to provide names to species,
classify existing species in nature, and understand
their evolutionary relationships [2]. In biology, stu-
dents typically have to memorize the taxonomy sub-
chapter about the classification of vertebrate animals.
However, some students struggle to remember infor-
mation and understand the lessons in theoretical and
foreign language courses, especially identifying animal
species [3]. Taxonomy is also defined through searches
from various sources on the Internet, starting from
kingdom, phylum, class, order, family, and genus.

Deep learning is a branch of machine learning that
uses artificial neural networks inspired by the human
brain’s cortex with Artificial Neural Network (ANN)
algorithms and more complex hidden layers [4]. CNN
is one of the deep learning methods used for highly
accurate object image classification, combining intra-
network architecture and inter-architecture network fu-
sion [4–7]. However, it requires a long training time,
so Graphics Processing Unit (GPU) is recommended
to accelerate computational performance [8].

Previous research has used ResNet 50 and 152
for pneumonia detection in humans with a dataset
of 3,468 pneumonia and normal images. It has the
best results at epoch 150 with an accuracy of 88.7%
and 89.3% on ResNet 50 and 152, respectively [9].
Another research has classified faces into happy, sad,
fearful, angry, surprised, disgusted, and neutral using
a dataset of 700 images with a size of 100×100
pixels. They have modified the ResNet 152 model to
retrain the dataset’s weights, including batch normal-
ization, Microsoft Research Asia + Batch Normaliza-
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tion (MSRA+BN) initialization, and others. The model
has achieved impressive classification success with an
accuracy rate of 96.44% [10].

From a different source, gender classification
through retinal images has been conducted using a
dataset from the Vancouver General Hospital Depart-
ment of Ophthalmology with the initials DOVS-i,
DOVS-ii, ODIN-N, and ODIN-C. It has modified the
ResNet 152 architecture, achieving an Area Under
the Curve (AUC) score of 0.72 (95%) using approx-
imately 2,500 images [11, 12]. In another research,
the classification of four Genera Panthera using CNN,
a dataset of 5,600 images, divided into 3,840 for
training, 960 for validation, and 800 for testing, has
been resized to 128×128 and normalized to 0-1, with
CNN architecture and 100 epochs, a batch size of 64,
and a training time of 46 minutes. It has obtained a
training accuracy of 92.31% and a validation accuracy
of 81.88% [13].

Next, transfer learning is a machine learning method
that uses pre-determined network features to solve
different problems. It is efficient in training, saves
computational costs in training new networks, and
improves generalization in solving new situations [14].
Residual Network (ResNet), developed by Microsoft,
is a transfer learning technique that solves the problem
of vanishing gradients in the ImageNet 2015 contest by
using skip connections on some convolutional neural
network layers [15].

The research uses ResNet 152 to classify animal
images to solve animal taxonomy problems. ResNet
performs well in convolutional networks with a top-
five error rate of only 3.57%, better than other ResNet
units. Despite having fewer parameters than Visual
Geometry Group Network (VGGNet), the concept of
residual learning introduced by ResNet is also effec-
tive in addressing network degradation issues. This
architecture is very good for optimization and high
network depth accuracy [9, 16]. It is hoped that the
research results will provide information about animal
taxonomy that can be used as a reference for further
analysis using transfer learning ResNet 152 with the
multiclass dataset to solve the problem of animal genus
taxonomy, especially with animal image data.

II. RESEARCH METHOD

A. Data Collection

The dataset is from the Kaggle (https:
//www.kaggle.com/datasets/iamsouravbanerjee/
animal-image-dataset-90-different-animals). It has
5,400 images and 90 types of animals. Each class
consisted of 60 Joint Photographic Experts Group
(JPG) format images with various image dimensions.

B. Data Preprocessing

Data preprocessing is a technique used to collect raw
data in a format and color format and resize images to
be efficient for training. In the research, the images
are resized to the dimensions of 244 by 244 pixels. It
standardizes the image size and likely helps in reducing
computational load. Additionally, the color format of
the images is changed to Blue, Green, and Red (BGR),
which is a common color space used in various image
processing applications.

C. Splitting Data for Training and Testing

The dataset is divided into training and test sets for
training and validation, with a ratio of 80% for training
and 20% for testing. It means that 4,320 images are
used for training data, and 1,080 images are used for
validation data. This split is a standard practice in deep
learning to ensure that the model can be trained on
one portion of the data (the training set) and evaluated
on a separate portion (the testing set) to validate its
predictive performance.

D. Data Augmentation

Data augmentation is a technique aiming to enhance
the diversity of a training dataset by applying realis-
tic and random transformations to the images. This
process is crucial for improving the robustness and
accuracy of machine learning models, particularly in
scenarios where acquiring additional data is impractical
or cost prohibitive. The essence of data augmentation
lies in its ability to modify an image in such a way
that it is perceived as a different image by the model
without altering its fundamental content or category.
For instance, by applying random tilts or rotating the
image horizontally by up to 10%, an image of a cat can
be transformed in appearance while still maintaining
its identity as a cat. These transformations introduce
variations in orientation, simulating the diversity of
perspectives that a model may encounter in real-world
scenarios. By training on this augmented dataset, mod-
els can learn to recognize objects or features regardless
of their orientation, significantly reducing the risk of
overfitting. This practice ensures that machine learning
models are not only more versatile but also more
accurate when presented with new, unseen data.

E. Transfer Learning

The research uses the Pre-Trained ResNet 152 ar-
chitecture for classifying new objects through transfer
learning and data augmentation to avoid excessive
layers and underfitting. The transfer learning process
goes through the convolutional, max pooling, and
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Fig. 1. Model A.

Fig. 2. Model B.

residual block processes to produce a 90-dense layer
with a Softmax activation layer. The research uses two
models.

Figure 1 illustrates the architecture scheme of Model
A. It utilizes freeze layers entirely, starting from
Conv1, Conv 2x, Conv 3x, Conv 4x, and Conv 5x,
for the training architecture as the implementation of
Transfer Learning with ResNet 152. Freeze layers aim

to preserve the learned feature representations from the
pre-trained Model for use with new objects by keeping
the weight values fixed.

Figure 2 illustrates the architecture of model B.
It uses freeze layers entirely, starting from Conv1,
Conv 2x, Conv 3x, and Conv 4x, except for the last
3x block (Conv 5x), which is in trainable mode. Then,
Conv 5x updates its weights, allowing the model to
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adapt the feature representations to new data in the
dataset.

F. Formulas Used

1) ResNet [15] is formulated by Eq. (1). It has
H(x) as the expected weight layer, resulting from
F (x) + x. Then, F (x) is the weight layer, and x
is the identity

H(x) = F (x) + x. (1)

2) The pooling layer reduces the input matrix size by
decreasing the number of parameters, with three
types: min pooling, max pooling, and average
pooling [14].

3) The convolution layer is an input layer for activat-
ing feature extraction on an image with convolu-
tion filter calculations, with Eq. (2). It consists of
h(x) as the weight parameter of the convolution
calculation of f(x) as the image input and g(x)
as the filter.

h(x) = f(x) ∗ g(x). (2)

4) Batch normalization is a method of the output
layer that speeds up the learning process by pre-
venting extreme activation values and functions
as a regularize or dropout [17] and 4-dimensional
tensor layer, where b is the batch, c is the channel,
and the two spatial dimensions are x and y [18],
with the Eq. (3). Then, the average activation
derivative of batch normalization is formulated
by Eq. (4). From all batch normalization inputs,
it divides the centered activation by the standard
deviation. During testing, mean and variance are
used, and normalization is transformed into pa-
rameters γc, βc during training.

ob,c,x,y = γ
Ib,c,x,y − µc√

σ2
c + ϵ

+ βc, (3)

µc =
1

|β|
∑
b,x,y

Ib,x,y. (4)

5) Rectified Linear Unit (ReLU) is an activation
layer that maps negative values to 0 and maintains
positive values, formulated by Eq. (5). At the
lowest value of 0, the activation layer will output
0 if it is x < 0 or x if it is x > 0.

f(x) = max(0, x). (5)

6) The Fully Connected layer is a layer that connects
all the layers called feature maps and inputs
them into the Fully Connected layer [19]. It is

formulated by Eq. (6). It has g as the activation
layer, b as the bias, wi as the input value, and xi

as the weight value.

h(x) = g

(
b+

∑
i

wixi

)
. (6)

7) The Dropout layer is a regularization method that
deactivates neurons randomly to avoid overfitting
during training by randomly selecting neurons
and preventing using weights during backprop-
agation [20]. Equation (7) does the feedforward
process. It shows yl as the value of output layer
l, zl as the value of input layer l, and W l and bl as
the weights of layer l, using unit i with activation
function f and rl vector until j stores the values
obtained from the Bernoulli distribution.

y∼1 = rlj ∗ yl,
Zl+1
i = W

(l+1)
i yl + b

(l+1)
i ,

yl+1
i = f

(
z
(l+1)
i

)
.

(7)

8) The Softmax activation layer converts values to
probability classes using the Softmax function to
obtain classification results [21]. It is formulated
by Eq. (8). It includes yijk as a vector of values
between 0–1 and x as a vector containing the last
Fully Connected layer.

yijk =
exijk∑D
t=1e

xijt

. (8)

9) Adam optimizer, a combination of Root Mean
Square Propagation (RMSprop) and momentum,
results in the derivative of the Stochastic Gradient
Descent (SGD) method initially created from the
adaptive estimation of orders 1 and 2. Thus, the
learning is adaptive for each parameter and stores
the average gradient value. The learning rate is
3e−4, and the Adam optimizer calculation formula
is in Eq. (9). It consists of θ(t+1) as the result
of the new parameter, θt as the parameter before
being updated, ∂ is the learning rate, m̂t is the
order one squared gradient, v̂t as the order of
two gradients, and ϵ as a small-scale prevention
of division by 0. The error calculation directly
depends on the order 1 and 2 gradients.

θt+1 = θt −
∂√

v̂t + ε
· m̂t. (9)

10) The loss measures the models’ error during train-
ing and testing by using categorical cross entropy
as the optimization value of the loss equation (see
Eq. (10)). H is the loss value, p is the original
value, q is the estimated value, pi is the value
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of the original probability (class), and qi is the
estimated probability value (Softmax) [22].

H(p, q) = −
N∑
i=1

pi log(qi). (10)

11) The accuracy metric is used to measure the mod-
els’ performance from the testing data and the loss
and accuracy value in every training iteration to
determine underfitting [23].

G. Model Evaluation

Equation (11) tests accuracy. The A is the value of
the percentage of accuracy. Meanwhile, b is the number
of correct data, and n is the total amount of data.

A =
b

n
× 100%. (11)

H. Visualization

The research utilizes the Pandas and Matplotlib
libraries to create visualizations in the form of im-
ages for the accuracy results, validation accuracy, loss,
and validation loss. Leveraging the capabilities of the
Pandas and Matplotlib libraries is essential to analyze
and interpret the performance of deep learning models
effectively. Data related to accuracy results, validation
accuracy, loss, and validation loss can be efficiently
organized and manipulated for analysis using Pandas.
Meanwhile, Matplotlib provides a robust platform for
creating various visualizations, from simple plots to
complex images, enabling a clear graphical repre-
sentation of the model’s performance metrics. These
visualizations facilitate a deeper understanding of the
model’s behavior over various epochs, highlighting
trends and potential areas for improvement in both the
training and validation phases.

I. Flow Diagram

The research follows a flow diagram, a series of
steps to achieve the research goals, as shown in Fig. 3.
The process commences with the literature review,
which entails reading and summarizing the existing
knowledge and findings pertinent to the topic. It is
succeeded by formulating the problem, a stage in
which the specific issue or challenge the research aims
to address is clearly defined. The subsequent phase
is data collection, a pivotal stage where relevant data
is amassed to tackle the identified problem. This step
includes a comprehensive breakdown of tasks such as
system requirements analysis, data preprocessing, split-
ting data for training and testing, data augmentation,
transfer learning, model creation, model evaluation,

and visualization. It culminates with Python analysis,
which implies the use of the Python programming
language for analytical purposes. After collecting data,
the workflow advances to system implementation and
testing, during which the proposed solution or model
is constructed and subjected to rigorous testing to
verify that it fulfills the stipulated requirements and
effectively resolves the problem. Prior to concluding
the process, the final phase is hypotheses, conclusions,
and suggestions. In this crucial stage, hypotheses are
either substantiated or refuted, inferences regarding the
research findings or project results are articulated, and
recommendations for prospective endeavors, enhance-
ments, or associated studies are proposed.

J. Architecture Model

Figure 4 illustrates the deep learning architecture for
Model A, in which all layers are frozen. For Model B,
all layers are frozen except for the last three blocks
used for testing in the research. It begins with an
“Input Layer” that accepts images of size 224×224
pixels with three color channels (representing RGB).
The data are then passed through a ResNet152 layer,
a pre-trained neural network that processes the image
and outputs a much-reduced spatial dimension of 7×7,
but with 2,048 filters, capturing a wide array of fea-
tures. Following this process, an “AveragePooling2D”
layer further condenses the data by performing average
pooling, resulting in a single 1×1 spatial dimension
with 2,048 filters. The Flatten layer then converts this
multi-dimensional output into a one-dimensional array
of size 2,048. A Dropout layer follows, which helps
prevent overfitting by randomly setting a fraction of
the input units to zero during training. Finally, the
Dense layer, with a ‘Softmax’ activation function, takes
the output from the Dropout layer and produces a
probability distribution across 90 classes, indicating the
models’ predictions for the input image.

K. Research Scenario

The research scenario is shown in Fig. 5. The
experiment starts with a dataset that is divided into
different batch sizes: 4, 8, 16, and 32. Model A and
Model B are trained separately for each batch size.
After training, a dropout technique is applied to each
model. The notation “Dropout 1-8” suggests that a
range of dropout rates from 1 to 8 is tested. Dropout is
a regularization technique used to prevent overfitting in
neural networks by randomly omitting a proportion of
features during training. By systematically varying the
batch sizes and applying dropout rates, the experiment
aims to observe how these factors affect the learning
and generalization capability of the models. This setup
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Fig. 3. Flow diagram.

Fig. 4. Deep learning architecture.

allows for a comprehensive analysis of the model’s
robustness and accuracy across different training con-
ditions, helping to identify optimal configurations for
these models when processing the given dataset.

L. Architecture of Model A

The research uses the architecture of Model A, as
shown in Fig. 6. The summary outlines the architecture

and parameter details of the model, beginning with a
ResNet152 layer. This pre-trained convolutional neural
network functions as the foundational feature extractor.
This layer outputs a tensor with dimensions (None, 7,
7, 2048) and contributes a substantial 58,370,944 non-
trainable parameters to the model. Following it is an
’Average Pool’ layer, which applies average pooling
to condense the feature maps into a shape of (None,
1, 1, 2048), adding no new parameters as pooling
operations do not involve learning. The subsequent
’Flatten’ layer transforms the pooled feature maps into
a one-dimensional array of 2,048 elements, a necessary
step before the data enters the final layers. Next, a
’Dropout’ layer is included to mitigate overfitting by
randomly omitting a portion of the input units during
the training phase, and it also does not have train-
able parameters. The last layer, named ’Class Target’,
is a densely connected layer with 90 neurons that
corresponds to the number of target classes for the
model, equipped with a Softmax activation to yield a
probability distribution for class predictions. This layer
introduces 184,410 trainable parameters.

M. Architecture of Model B

The research also uses the architecture of Model B,
as shown in Fig. 7. The first layer, ‘ResNet152’, is a
functional layer known for its depth and complexity,
designed to extract features from input images. This
layer outputs a tensor with a shape of (None, 7, 7,
2048) and has 58,370,944 parameters. All of them are
non-trainable, implying that they are pre-set and not
subject to change during training. Following it is the
‘Average Pool’ layer, an AveragePooling2D operation
that simplifies the output by reducing its dimensions
to (None, 1, 1, 2048). This pooling layer has no train-
able parameters. Next, the ‘Flatten’ layer converts the
pooled 2D feature maps into a 1D tensor, specifically
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Fig. 5. Research scenario.

Fig. 6. Architecture of Model A.

Fig. 7. Architecture of Model B.

a vector with 2,048 elements, preparing the features
for the subsequent layers without adding additional
parameters. The ‘Dropout’ layer is then employed to
help prevent overfitting. It randomly sets a fraction of

the input units to zero during training, and consistent
with the nature of dropout operations, it does not
have any trainable parameters. The final layer, ‘Class
Target’, is a densely connected (Dense) layer with a
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Fig. 8. Example of datasets.

Softmax activation function, outputting a probability
distribution over 90 possible classes. This layer has
184,410 trainable parameters.

III. RESULTS AND DISCUSSION

The research uses a dataset consisting of images
from the Kaggle website. Figure 8 is an example of
a dataset folder, which serves as an example for man-
aging and accessing data related to animal taxonomy.
A comprehensive search to compile this dataset is
conducted across various sources on the Internet to
gather information on a diverse array of animal species.
The scope of the search is focused on identifying
90 distinct animal species. These species are selected
based on predefined categories within the dataset. This
methodical approach to data collection ensures that
the dataset is rich and varied, encompassing a wide
spectrum of animal life.

Then, the research performs dataset splitting as
described in Fig. 9. The dataset is initially partitioned
into two segments, with 80% allocated for training and
the remaining 20% for validation. Each subset contains
90 folders, which suggests 90 distinct categories or
classes within the dataset. This structure is typical in
deep learning, where a model is trained on a large
portion of the dataset (in this case, 80%) and evaluated
on a smaller and separate portion (here, 20%) to assess
its performance.

Table I serves as an illustrative reference for under-
standing the taxonomic distinctions between different
animal species. The animals listed are the Antelope,
Badger, Bat, Bear, and Bee. All animals belong to
the Kingdom Animalia, with the first four also sharing

Fig. 9. Splitting datasets.

Fig. 10. Resizing 244×244 format of Red, Green, Blue (RGB) to
Blue, Green, and Red (BGR).

the Phylum Chordata and Class Mammalia, differing
in their Order, Family, and Genus classifications. The
Bee differs more substantially, belonging to the Phylum
Arthropoda and Class Insecta, reflecting its distinct
evolutionary lineage compared to the mammals listed.

The next step is data preprocessing. Data prepro-
cessing is a crucial step that often precedes the ac-
tual analysis or modeling. In this particular context,
preprocessing involves standardizing the size of the
images to ensure uniformity, which is essential for
the algorithm’s consistent processing and analysis by
the algorithm. The specified dimensions to which the
images are resized are 244 by 244 pixels, as shown in
Fig. 10. Moreover, the color format of the images is
adjusted to BGR.

The subsequent columns of Table II demonstrate the
augmentation techniques. Horizontal flip displays the
image after it has been flipped along the vertical axis,
creating a mirror image. Rotation 10% shows the same
original image rotated slightly by 10 degrees. These
visual modifications serve to artificially expand the
dataset, which can improve the robustness of a neural
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TABLE I
EXAMPLE OF FIVE ANIMAL TAXONOMIES.

No Name Taxonomy

Kingdom Phylum Class Order Family Genus

1 Antelope Animalia Chordata Mammalia Artiodactyla Mustelidae Antilope
2 Badger Animalia Chordata Mammalia Carnivora Bovidae Mellivora
3 Bat Animalia Chordata Mammalia Chiroptera Pteropodidae Pteropus
4 Bear Animalia Chordata Mammalia Carnivora Ursidae Ursus
5 Bee Animalia Arthropoda Insecta Hymenoptera Apidae Apis

TABLE II
EXAMPLE OF DATA AUGMENTATION (RED, GREEN, BLUE (RGB)).

Name of Data Raw Data Horizontal Flip Rotation 10%

Cat

Fig. 11. The best visualization in Model A with batch size 4 and
dropout 6.

network by training it on varied versions of the same
image. Hence, it can help the model to generalize better
when encountering new data. The data augmentation
process is crucial in preventing overfitting and enhanc-
ing the models’ ability to recognize images in different
orientations and configurations.

After the previous steps, the ResNet 152 transfer
learning algorithm uses the dataset to produce a model
that can classify the animal type and genus taxonomy.
In the research, two models are used: Model A with all
layers frozen, referring to Fig. 1, and Model B with all
layers frozen except for the last three blocks, referring

to Fig. 2. The optimizer used is Adam. The loss func-
tion used is also Adam, the loss function is categorical
cross entropy, and metrics are accuracy. Moreover, the
callback is saved as the best model based on validation
accuracy mode maximum, Comma Separated Values
Logger (CSV Logger) to record per-iteration results,
and early stopping validation loss mode minimum with
the patience of two restore weights.

As seen in Fig. 11, at epoch 14, the training accuracy
reaches 0.9653, indicating a high level of proficiency
on the training dataset. Meanwhile, the validation ac-
curacy achieved is slightly lower at 0.9157, suggesting
that the model also performs well on the unseen
validation dataset. However, it is not quite as well as
on the training set, which is a common occurrence in
machine learning due to overfitting the training data.
Regarding the loss metrics, which are indicative of
the error or the cost function used during training, the
training loss is relatively low at 0.1117 by epoch 14,
showing that the model is a good fit for the training
data. The validation loss is higher at 0.3241, which is
expected as the validation data presents new challenges
to the model.

Figure 12 produces epoch 19. At this stage, the
training accuracy reaches 0.9389, suggesting that the
model correctly predicts the training data with high re-
liability. The validation accuracy, at 0.9241, is slightly
lower but still relatively high, indicating that the model
generalizes well to new or unseen data. On the loss
graph, the training loss–representing the model’s error
on the training dataset–is reported as 0.1937, which is
relatively low, showing that the model’s predictions are
fairly close to the actual values. The validation loss is
higher at 0.3057, which is common as the validation
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Fig. 12. The best visualization of Model A with batch size 8 and
dropout 7.

Fig. 13. The best visualization of Model A with batch size 16 and
dropout 8.

set is not used during the training phase, making it
a good indicator of how the model might perform on
data outside the training dataset.

According to Fig. 13, by epoch 24, which may
be the last epoch in the training session, the model
achieves a training accuracy of 0.8968. This percentage
reflects the proportion of the training dataset that the
model can correctly classify. Concurrently, the valida-
tion accuracy–a measure of the model’s performance
on a separate dataset not seen during training–stands

Fig. 14. The best visualization of Model A with batch size 32 and
dropout 7.

at a slightly higher 0.9259. This result suggests that
the model generalizes well to new data, which is a
positive indicator of its predictive capabilities. In terms
of loss, which quantifies the error between the model’s
predictions and the actual values, the training loss at
epoch 24 is 0.3255. This value indicates the average
degree to which the model’s predictions deviate from
the target values in the training data. The validation
loss records a similar figure of 0.2891, which is
marginally lower than the training loss, implying that
the model’s predictions are slightly closer to the actual
values in the validation set than in the training set at
epoch 24.

Figure 14 at epoch 38 shows the model’s training ac-
curacy—the percentage of the training dataset correctly
classified by the model—reported as 0.9315. This re-
sult reflects a high degree of accuracy and suggests that
the model has learned to effectively recognize patterns
in the training data. In parallel, the validation accuracy,
which measures how well the model performs on a
separate dataset not seen during training, is slightly
lower at 0.9269. This close proximity of training and
validation accuracy is a positive indicator because it
suggests that the model generalizes well and does not
overfit the training data. On the loss side, the training
loss at epoch 38 is noted as 0.2215. This figure repre-
sents the average error between the model’s predictions
and the actual target values for the training dataset, and
a lower number is preferable. The validation loss, at
0.2815, is slightly higher than the training loss but still
relatively low, which again indicates that the model
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Fig. 15. The best visualization of Model B with batch size 4 and
dropout 8.

Fig. 16. The best visualization of Model B with batch size 8 and
dropout 2.

generalizes well to unseen data.
According to Fig. 15, at epoch 7, the model reaches

a training accuracy of 0.866, which means that it is
able to correctly predict the outcome for a significant
majority of the training set. However, the validation
accuracy is lower at 0.7306, indicating a less successful
rate of correct predictions on the validation set. It con-
sists of data not seen by the model during training. This
discrepancy can often signal overfitting, where a model

Fig. 17. The best visualization of Model B with batch size 16 and
dropout 1.

Fig. 18. The best visualization of Model B with batch size 32 and
dropout 3.

performs well on the data it has seen (training data) but
poorly on new and unseen data (validation data). In
terms of loss, which quantifies the difference between
the model’s predictions and the actual outcomes, the
training loss stands at 0.5441 at epoch 7. This value is
moderately low, but when compared to the validation
loss, which is considerably higher at 1.288, it suggests
that the model’s predictions are less accurate on the
validation set than on the training set.

Figure 16, at epoch 23, shows that the training
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accuracy of the model is approximately 0.8576, in-
dicating a high success rate in correctly predicting
the outcomes for the training dataset. Conversely, the
validation accuracy is significantly lower at 0.4417,
suggesting that the model does not perform nearly as
well on the validation set, which is a separate data
subset not seen during training. Such a stark difference
between training and validation accuracy often points
to overfitting, where a model is tuned too closely to
the training data and fails to generalize effectively to
new data. The training loss at epoch 23 is reported to
be 0.6005 looking at the loss metrics. This loss value
indicates the average error magnitude in the model’s
predictions compared to the actual target values in the
training set. In contrast, the validation loss is much
higher at 2.5158, revealing that the model’s predictions
are significantly less accurate on the validation set.

In Fig. 17 at epoch 31, the model achieves a
perfect training accuracy of 1.0, indicating that it
can correctly classify every instance in the training
dataset. However, the validation accuracy is lower,
at approximately 0.8769, which suggests that while
the model performs exceptionally well on the training
data, it is less accurate when predicting outcomes on
the validation dataset. This discrepancy often signals
overfitting because it implies that the model may have
memorized the training data rather than learned gener-
alizable patterns applicable to unseen data. In terms of
the loss values, the training loss is extraordinarily low
at 0.0003, which indicates that the model’s predictions
are almost exactly in line with the actual targets in the
training set. The validation loss, on the other hand, is
significantly higher at 0.5320. While not excessively
high in absolute terms, when compared to the training
loss, it suggests that the model’s predictions for the
validation set are less precise.

Figure 18 at epoch 23, the model achieves a train-
ing accuracy of 1.0, which means it has learned to
classify the training data with no errors. However, the
validation accuracy stands at 0.9093, which is lower
than the training accuracy but still quite high. This
result shows that the model can generalize well to new
data, although not perfectly. Perfect training accuracy
can also indicate potential overfitting, especially if the
validation accuracy has been significantly lower. The
training loss, which measures how well the model’s
predictions match the actual labels during training, is
extremely low at 0.0058, supporting the high training
accuracy. The validation loss is higher at 0.3628 but is
still within a reasonable range, suggesting the model’s
predictions are fairly close to the actual values in the
validation set as well.

Table III provides a detailed performance evaluation
of Model A when trained with a batch size of 4,

TABLE III
MODEL A WITH BATCH SIZE 4.

BATCH 4

No Accuracy Loss Evaluation Epochs Time (s)
Last Epochs

D1 0.9968 0.0222 0.9185 11 2847
D2 0.9854 0.0646 0.9185 14 3424
D3 0.9914 0.0398 0.9111 12 2396
D4 0.9801 0.0835 0.9120 9 3439
D5 0.9789 0.0776 0.9204 12 4008
D6 0.9653 0.1117 0.9222 14 5614
D7 0.9317 0.2221 0.9194 14 7216
D8 0.8303 0.5899 0.9065 10 3470

TABLE IV
MODEL A WITH BATCH SIZE 8.

BATCH 8

No Accuracy Loss Evaluation Epochs Time (s)
Last Epochs

D1 0.9968 0.0252 0.9213 17 4157
D2 0.9907 0.0584 0.9148 13 5062
D3 0.9884 0.0571 0.9231 15 4184
D4 0.9875 0.0572 0.9194 18 5713
D5 0.9690 0.1174 0.9157 14 3124
D6 0.9558 0.1546 0.9185 15 2794
D7 0.9389 0.1937 0.9241 19 6737
D8 0.8444 0.5420 0.9130 14 3686

focusing on various data samples marked from D1 to
D8. The highest evaluation score recorded is 0.9222.
It is associated with the data sample of D6. This score
is achieved after 14 training epochs, suggesting that
a dropout rate 6–presumably indicated by the sample
identifier–leads to the best generalization performance
among the tested configurations. Table III effectively
illustrates how different parameters and training dura-
tions can impact the performance of a deep learning
model, with particular emphasis on the evaluation
scores as indicators of model effectiveness.

Table IV presents the performance outcomes for
Model A when trained using a batch size of 8. It
indicates that among the various trials, the one denoted
as D7 yields the highest evaluation score of 0.9241.
This result suggests that the settings used for dropout
7–likely corresponding to the identifier D7–result in the
most effective model performance when considering
the evaluation score metric compared to other dropout
settings in this group. Table IV serves to compare the
efficiency and accuracy of Model A under different
dropout configurations while using a batch size of
8, highlighting the impact of these variables on the
model’s ability to generalize and predict accurately.

Table V summarizes the performance metrics of
Model A when trained with a batch size of 16 across
various configurations labeled D1 through D8. The
highest evaluation score within this batch size is as-
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TABLE V
MODEL A WITH BATCH SIZE 16.

BATCH 16

No Accuracy Loss Evaluation Epochs Time (s)
Last Epochs

D1 0.9970 0.0378 0.9250 24 6468
D2 0.9919 0.0747 0.9130 19 6435
D3 0.9847 0.0831 0.9167 21 4404
D4 0.9692 0.1412 0.9194 17 3989
D5 0.9674 0.1415 0.9204 20 7127
D6 0.9514 0.1844 0.9204 21 4235
D7 0.9046 0.3228 0.9139 19 3635
D8 0.8968 0.3255 0.9259 31 8491

TABLE VI
MODEL A WITH BATCH SIZE 32.

BATCH 32

No Accuracy Loss Evaluation Epochs Time (s)
Last Epochs

D1 0.9894 0.1058 0.9102 26 4983
D2 0.9870 0.0873 0.9269 32 4970
D3 0.9637 0.1743 0.9222 24 6219
D4 0.9745 0.1200 0.9296 32 8153
D5 0.9694 0.1233 0.9278 37 6554
D6 0.9433 0.2183 0.9231 29 5945
D7 0.9315 0.2215 0.9296 38 6585
D8 0.7905 0.7211 0.9065 22 4256

sociated with D8, which achieves an evaluation score
of 0.9259. This score is notable as it is obtained
after a relatively longer training period, spanning 31
epochs ’and taking 8491 seconds of computation time.
This evaluation score represents the model’s predictive
performance on a validation or test dataset, with the
data suggesting that the settings applied in the D8 con-
figuration result in the best generalization capabilities
of the model within the given batch size of 16.

Table VI details the results of various training ses-
sions for Model A, utilizing a batch size 32. According
to the data provided, two particular settings, corre-
sponding to the labels D4 and D7, achieve the highest
evaluation values of 0.9296. This evaluation metric is
critical as it reflects the model’s ability to generalize
from the training data to new and unseen data. The
results suggest that the parameters associated with D4
and D7, which can potentially include a dropout rate
of 4 and 7, respectively, are the most effective in
enhancing the model’s predictive performance when
using a batch size of 32.

Table VII presents data on the performance of Model
B when trained with a batch size of 4. The highest
score documents in the table are 0.7611 for dataset
D8. This result suggests that the settings applied to
dataset D8, possibly including a dropout rate repre-
sented by the dataset number, are the most conducive
to achieving the best generalization performance within

TABLE VII
MODEL B WITH BATCH SIZE 4.

BATCH 4

No Accuracy Loss Evaluation Epochs Time (s)
Last Epochs

D1 0.9845 0.1357 0.6333 4 4758
D2 0.9887 0.0745 0.6750 6 2296
D3 0.9882 0.0619 0.6630 8 3355
D4 0.9826 0.0895 0.7528 10 5231
D5 0.9706 0.1896 0.7222 5 1739
D6 0.9389 0.3151 0.7204 5 2972
D7 0.9815 0.1239 0.7398 9 2535
D8 0.8660 0.5441 0.7611 7 6176

TABLE VIII
MODEL B WITH BATCH SIZE 8.

BATCH 8

No Accuracy Loss Evaluation Epochs Time (s)
Last Epochs

D1 0.9227 0.3086 0.8426 10 2400
D2 0.8576 0.6005 0.8713 23 3461
D3 0.9806 0.1237 0.8287 12 6207
D4 0.9079 0.3785 0.8157 12 3048
D5 0.9949 0.0600 0.8241 9 4620
D6 0.9451 0.3377 0.7333 6 4125
D7 0.9975 0.0316 0.8083 15 4244
D8 0.9722 0.1493 0.8056 14 3131

the constraints of the given batch size. It also reflects
a range of outcomes in terms of accuracy, loss, and
training time, offering a comprehensive view of the
model’s training dynamics under different conditions
with a batch size of 4.

Table VIII details the performance outcomes of
Model B when trained with a batch size of 8 across
a range of eight experimental datasets labeled D1 to
D8. The evaluation score is particularly interesting as
it gauges the model’s predictive power on a validation
set. The highest score achieved is 0.8713, associated
with dataset D2. This score indicates that the training
configuration used for D2, presumably representing a
dropout rate of 2, is the most effective in terms of
model performance within the context of a batch size
of 8.

Table IX encapsulates the results of Model B when
trained with a batch size of 16, as reflected in the
trials labeled D1 through D8. The highest evaluation
score achieved is 0.8852, corresponding to dataset D1,
which is suggestive of a dropout rate of 1. This top
evaluation score implies that when Model B is trained
with a batch size of 16. The specified dropout setting
of 1 achieves the best generalization performance on
the validation dataset compared to the other dropout
configurations tested. It also indicates that D1 reaches
this high evaluation score after 31 epochs of training,
taking 5370 seconds and suggesting a balanced trade-
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TABLE IX
MODEL B WITH BATCH SIZE 16.

BATCH 16

No Accuracy Loss Evaluation Epochs Time (s)
Last Epochs

D1 1.0000 0.0003 0.8852 31 5370
D2 1.0000 0.0017 0.8824 22 4292
D3 1.0000 0.0005 0.8815 28 4631
D4 1.0000 0.0041 0.8843 19 4294
D5 1.0000 0.0100 0.8657 17 3438
D6 1.0000 0.0072 0.8565 20 3308
D7 0.9995 0.0196 0.8546 21 6666
D8 0.9542 0.2709 0.8019 14 4021

TABLE X
MODEL B WITH BATCH SIZE 32.

BATCH 32

No Accuracy Loss Evaluation Epochs Time (s)
Last Epochs

D1 1.0000 0.0040 0.9083 23 6092
D2 0.7806 0.8238 0.9148 27 4578
D3 1.0000 0.0058 0.9204 23 4769
D4 1.0000 0.0029 0.9130 29 4505
D5 0.9993 0.0168 0.9102 21 3509
D6 0.9991 0.0282 0.9111 26 6627
D7 0.9833 0.1698 0.8870 16 3244
D8 0.9845 0.1395 0.9046 22 4708

off between training duration and model performance.
Table X provides an overview of the performance

metrics for Model B when trained with a batch size of
16, showcasing results from eight different configura-
tions or data subsets labeled D1 through D8. Dataset
D3, presumably corresponding to the third dropout
setting, achieves the highest evaluation score of 0.9204.
This score indicates the model’s effectiveness on a
validation set, suggesting that the parameters used for
dataset D3 are the most conducive to the model’s gen-
eralization capabilities within the batch size specified.
This high evaluation score is particularly significant
as it suggests that the model, with these settings, can
reliably predict outcomes on unseen data.

IV. CONCLUSION

The design of two architectures, Model A and Model
B, for a transfer learning ResNet 152 model is used
for image classification of animals. Both models use
all layers Conv1, Conv 2x, Conv 3x, Conv 4x, and
Conv 5x, but Model B does not use freeze layers for
the last three blocks of the Conv 5x layer. Both models
also included an average pooling layer, a fully con-
nected layer, and a dropout layer before the Softmax
output layer. After training, it is found that Model
B with non-freeze layers achieves significantly better
accuracy in classifying animal images than Model A.

The implementation of the two architectures uses
a combination of batch sizes (4, 8, 16, and 32) and
different dropout values (1-8). In Model A, with differ-
ent batch sizes, the highest evaluation values obtained
are 0.9222 for batch size 4 with dropout 6, 0.9241
for batch size 8 with dropout 7, 0.9259 for batch
size 16 with dropout 1, and 0.9296 for batch size 32
with dropout 4 and dropout 7. Meanwhile, in Model
B, the highest evaluation values obtained are 0.7611
for batch size 4 with dropout 8, 0.8713 for batch
size 8 with dropout 2, 0.8852 for batch size 16 with
dropout 1, and 0.9204 for batch size 32 with dropout
3. Implementing various batch sizes and dropouts with
a value of 2 on the early stopping parameter affects
the number of training iterations in both Model A and
Model B. The average evaluation value in the Model A
architecture does not have much impact. In contrast, in
the Model B architecture, the average evaluation value
has a significant effect compared to Model A.

In the research, the resulting accuracy still needs to
be improved due to the large number of data classes
used. Increasing the number of classes complicates
the model learning process because it complicates the
decision space that must be studied. It means the model
must differentiate between various features to classify
the input correctly. Future research is still open by
using other deep learning models or modifying layers
in deep learning to overcome the use of datasets with
many classes.
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