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Abstract—To avoid citizen disputes, hate speech on
social media, such as Twitter, must be automatically
detected. The current research in Indonesian Twitter
focuses on developing better hate speech detection mod-
els. However, there is limited study on the explainability
aspects of hate speech detection. The research aims to
explain issues that previous researchers have not detailed
and attempt to answer the shortcomings of previous
researchers. There are 13,169 tweets in the dataset
with labels like “hate speech” and “abusive language”.
The dataset also provides binary labels on whether
hate speech is directed to individual, group, religion,
race, physical disability, and gender. In the research,
classification is performed by using traditional machine
learning models, and the predictions are evaluated using
an Explainable AI model, such as Local Interpretable
Model-Agnostic Explanations (LIME), to allow users to
comprehend why a tweet is regarded as a hateful message.
Moreover, models that perform well in classification
perceive incorrect words as contributing to hate speech.
As a result, such models are unsuitable for deployment
in the real world. In the investigation, the combination
of XGBoost and logical LIME explanations produces the
most logical results. The use of the Explainable AI model
highlights the importance of choosing the ideal model
while maintaining users’ trust in the deployed model.
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Speech, Indonesian Twitter
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I. INTRODUCTION

HATE speech is directed at a person or group that
contains hatred based on something about that

person or organization. Ethnicity, religion, disability,
gender, and sexual orientation are all frequently ex-
ploited as justifications for hatred. Hate speech propa-
gation is an extremely harmful behavior that can result
in discrimination, social strife, and human genocide
as governments, businesses, and researchers have all
made considerable investments in countermeasures [1].
For example, the Tutsi ethnic genocide in Rwanda in
1994 was one of the most brutal genocides triggered by
the act of propagating hate speech [2]. The tragedy was
caused by hate speech spread by some parties, which
claimed that the Tutsi ethnic group was the source of
increased political, economic, and social pressure [3].

Hate speech is frequently accompanied by abusive
language in everyday life, particularly on social me-
dia [4]. Then, abusive language is an utterance that
incorporates abusive words/phrases and is delivered
vocally or in writing to the interlocutor (individuals
or groups) [5, 6]. In Indonesia, abusive words are
usually derived from an unpleasant condition, such
as mental illness, sexual deviation, physical disability,
a lack of modernization, a condition where someone
lacks etiquette, conditions that are not allowed by
religion, and other conditions related to unfortunate
circumstances, animals with a bad characteristic, dis-
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gusting and forbidden things in a certain religion, astral
beings that frequently interfere with human life, and
a dirty and filthy environment [7]. Because of the
use of abusive words/phrases that elicit emotions, hate
speech that involves abusive words/phrases frequently
accelerates the onset of social conflict [4, 6].

In Indonesia, offensive statements intended to curse
someone (spreading hate speech) are separated into
three categories: words, phrases, and clauses. Although
harsh language is sometimes used as a joke (not
to insult someone), its usage on social media can
generate conflict due to misunderstandings among ne-
tizens. Furthermore, children may be exposed to the
inappropriate language for their age as a result of
harsh language seen on social media [8]. To avoid
disputes between people and children who learn hate
speech and improper language from the social media
they use, hate speech and abusive language on social
media must be caught. Some researchers have recently
investigated hate speech detection [9] and abusive
language detection [10].

Hate speech has a specific goal, category, and de-
gree [11]. Hate speeches fall under various categories,
including ethnicity, religion, race, sexual orientation,
and others, and are directed against a specific individ-
ual or group with a high level of hatred [12]. However,
no research on hate speech identification and explana-
tion has been undertaken simultaneously, according to
the literature review. Many hate speech identification
studies focus solely on determining whether a text is
hate speech or not [13]. For example, previous research
detects the amount of hate speech. It categorized Italian
Facebook posts and comments into three categories:
no hate speech, mild hate speech, and strong hate
speech. However, it does not explain why a comment
is regarded as hate speech [10].

Many studies in abusive language identification only
determine whether a text is an abusive language or
not. It is similar to hate speech detection research.
An example is a study identifying hate speech and
abusive language on Indonesian Twitter. It categorizes
Indonesian tweets into three categories: no hate speech,
abusive but not hate speech, and abusive and hate
speech. However, like previous studies on hate speech
and abusive language identification, it does not explain
why a tweet is deemed a hateful message [14].

Twitter is one of the social media platforms in
Indonesia that is frequently used to promote hate
speech, so the researchers choose it as the dataset. The
research is a text classification issue, in which a tweet
can be classified as no hate speech or hate speech. The
researchers utilize a machine learning approach with
various classifiers to detect multi-label hate speech and
abusive language. Logistic Regression, Multinomial

Naive Bayes, Random Forest Decision Tree (RFDT),
and XGBoost are the classifiers used [15]. Based on
past research, these classifiers are algorithms that can
detect hate speech in Indonesian with reasonable ac-
curacy. Term Frequency-Inverse Document Frequency
(TF-IDF) is the text classification characteristic used.
To evaluate the suggested technique, the researchers
utilize accuracy. Furthermore, a model-interpretability
approach, such as Local Interpretable Model-Agnostic
Explanations (LIME), is used to provide an expla-
nation [16]. Generally, accuracy metrics are used to
evaluate classification models. On the other hand, real-
world data is frequently different since collected and
annotated data may contain bias. In some cases, the
accuracy metric may not represent the main objective
of building the text classification model. Therefore, in
addition to such metrics, evaluating individual predic-
tions like the LIME technique can provide an alterna-
tive solution [3].

LIME, as an explainable model, ensures that the
model is implementable by revealing its inner func-
tions. This technique can explain the complex classi-
fication model by providing explanations through the
less complex model. For instance, a sample tweet is
predicted using a complex classification model, and
LIME will create a less complex model, such as
linear regression, to explain how this sample tweet
is classified to a certain class. The coefficients in
the linear regression will provide information on how
much they will affect the classification output. LIME
is a model agnostic technique that may be used with
any machine learning model [16]. It provides some
flexibility in interpreting and explaining model predic-
tion without limiting the option of what classification
models to develop. Furthermore, the ability to provide
explanations through the LIME technique will assist
decision-makers in gaining trust in the chosen model,
bringing it one step closer to deployment in the real
world [17].

The Explainable AI model has been utilized in sev-
eral previous studies. First, an Explainable AI model
is developed to explain xenophobic tweets to aid
decision-makers in preventing acts of violence [18]. It
is also attempted to counter toxic comments on social
media, such as YouTube comments, by developing
classification models and choosing the final model
using LIME explanations to eliminate biased mod-
els [17]. Another hate speech detection is developed
using a new benchmark English tweets dataset, and
LIME explanations evaluate the bias and interpretabil-
ity [3]. The new benchmark English tweets dataset
compares and evaluates hate speech words highlighted
by LIME and hate speech words highlighted by human
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annotators. Another classification task is carried out
in different domains [19]. The LIME technique is
employed in legal document classification to provide
explanations for how documents are classified into
different categories, allowing lawyers to inspect docu-
ments more efficiently.

Previous research has some limitations, such as
competing to make models with good performance but
does not explain why a prediction is classified into
a particular class [5]. In some countries, expressing
hateful messages towards an individual or group can
be prosecuted. Thus, the prediction results from a hate
speech detection model should not be simply trusted,
considering there are legal consequences. Moreover,
identifying hate speech and providing a logical reason
is critical in assisting authorities in prioritizing hate
speech instances that need to be addressed immedi-
ately.

The value of the research is that it explains every-
thing that prior researchers have not explained in depth.
The research attempt to address past researchers’
limitation. The research investigates the identification
and explanation of hate speech on Indonesian Twitter.
Explaining a prediction implies identifying words that
give a qualitative understanding of their relevance to
the model’s prediction. In this example, an explanation
is a small group of words that can contribute to or
contradict the prediction.

II. RESEARCH METHOD

The researchers use a prior study’s hate speech
and abusive language datasets on Twitter. There are
13,169 tweets in the dataset with labels such as
“hate speech” and “abusive language”. The dataset
also provides binary labels on whether hate speech
is directed to individual, group, religion, race, phys-
ical disability, and gender. In addition, the dataset
is complemented with binary labels that specify the
degree of hate speech (weak, moderate, and strong).
Hate speech is when someone expresses animosity
toward another individual or group based on ethnicity,
religion, disability, gender, or sexual orientation. On
the other hand, abusive words are typically derived
from a situation, such as mental illness, sexual de-
viation, physical impairment, and other unfavorable
conditions that frequently accelerate the formation of
social conflict due to the usage of abusive derogatory
remarks that provoke emotions [5]. There are 5,860
tweets labeled as hate speech and 2,266 tweets as
abusive language among the total number of tweets.
Furthermore, 4,143 tweets have been flagged as both
hate speech and abusive language. Because hate speech
is frequently aimed against a specific category, such as

TABLE I
AN EXAMPLE OF A TWEET FLAGGED AS A WEAK HATE SPEECH
AND ABUSIVE LANGUAGE TARGETING INDIVIDUALS BASED ON

GENDER.

Column Value

Tweet USER USER dasar duo homo sarap hadehh pusing
pala bebi (you are a crazy gay duo giving me
headache)

HS Yes
Abusive Yes
HS Individual Yes
HS Group No
HS Religion No
HS Race No
HS Physical No
HS Gender Yes
HS Other No
HS Weak Yes
HS Moderate No

Fig. 1. Flowchart of steps performed in the experiment.

an individual or a group, two more labels are added to
this category [7].

Then, a set of more granular categorizations of the
group is also included as labels like religion, race,
physical disability, and gender, as mentioned before.
Table I is an example of a tweet with its labels. The
tweet row specifies the message posted by the user.
The other rows underneath specify whether the post is
included in such category. For example, Table I shows
that a tweet is considered abusive and has hate speech
directed at an individual and gender and a weak level
of hatred. HS stands for hate speech.

The experiment makes use of tweets as well as
the hate speech labels that go along with them. Be-
cause tweets are textual data, multiple text processing
processes are used. The features from the tweets are
retrieved and utilized as input for classification algo-
rithms. A model-agnostic Explainable AI technique is
employed in the final phase to explain why a tweet is
labeled as hate speech or not hate speech. Figure 1
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Fig. 2. Python code for data preprocessing.

Fig. 3. Python code for classification and evaluation.

shows the flowchart describing the steps taken in
the experiment. Then, in Figs. 2–5, the researchers
create the full Python code, which becomes the source
of the main results of this article. Those codes can
be accessed at the following link: https://github.com/
amnibrahim/xai hatespeech indonesian tweet.

Figure 2 highlights the Python code for the data pre-
processing. The process starts with data preprocessing.
It is followed by extracting features from cleaned data.
Then, models are trained and evaluated. Finally, an ex-
plainable AI model is developed to provide explanation
to many predictions. Moreover, the Python code for the
classification and evaluation is shown in Fig. 3 [20].

As in a general data science pipeline, once the data
has been preprocessed, several classification models
are chosen. In the research, the classification models
are Logistic Regression, Multinomial Naive Bayes,
Random Forest, and XGBoost. These classification
models are considered the black box models. A black
box model is a model that receives input and generates
output without revealing inner workings and limiting
users from understanding its inner functions [16]. In
the context of Explainable AI, these black box models
are the models that the researchers want to learn more
about through explanations. Then, the preprocessed

Fig. 4. Decision boundary of a complex and less complex model.

data are predicted using the black box models.
The following step is to pick one sample from the

dataset to be predicted. The black dot in Fig. 4 depicts
the selected single sample that the output prediction
will be explained using the LIME technique. Following
that, random data are generated in the area around the
selected single sample since the researchers only con-
cern with the immediate vicinity of the selected single
sample. These new data are generated by perturbations.

As an example, the decision boundary from a black
box model can be illustrated by the dark gray and light
gray in Fig. 4. The simpler model, such as the linear
regression model, may find it hard to simulate. The
decision boundary of the linear regression model is
shown as a green line in Fig. 4. Eventually, the fitted
linear regression model’s coefficients will allow the
selected single sample to be explained.

By utilizing black box models, these newly gener-
ated random data are classified, and the output predic-
tion is obtained. It produces a new dataset of the newly
generated random data with their predicted label. In
this scenario, there are two labels: hate speech and
non-hate speech. Then, a weight value is assigned to
each newly generated random data. The weights are
determined by how close the newly generated random
data is to the selected single sample. Fig. 5 indicates
that the newly generated random data are colored red
since they are closer to the selected single sample.
Meanwhile, the others are colored in blue since they
are far from the selected single sample.

A simpler and more interpretable Explainable AI
model is then developed. The Explainable AI model in
the research is linear regression. The newly generated
random data and its label are used to fit the linear
regression. The weights are utilized in the loss function
calculation to optimize a linear regression model. As a
reminder, the weights are calculated by computing the
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Fig. 5. Python code for explaining prediction.

distance between each newly generated random data
and the single selected sample that has been chosen.
As a result, the further the data is, the fewer weights
it will receive. On the other hand, the closer the data
are, the more weight they will receive. It emphasizes
that nearby data are more important and ensures that
the model is locally faithful [21]. The following Fig. 5
shows the Python code for explaining prediction.

III. RESULTS AND DISCUSSION

Several steps of data preprocessing are carried out
to achieve the best possible result. The first is case
folding, which involves transforming all characters
to lowercase to make them uniform. Following that,
data cleaning removes excessive characters like retweet
(“RT”) punctuations and emojis. The username, hash-
tag, numbers, and hyperlink are then converted to
“user”, “hashtag”, “number”, and “URL”, respectively.
Despite emojis, hashtags, numbers, and hyperlinks that
may vary, those do not provide a significant contribu-
tion to classification. Therefore, these types of strings
are removed or transformed into a general label. Then,
the next step is text normalization, which converts non-
formal terms into formal ones. In the research, text
normalization is performed using a dictionary derived
from the previous study [5]. Following that, stemming
is applied to each tweet in the dataset to transform
inflectional words into their base form. The stemming
is done with the Sastrawi Library. Furthermore, elim-
inating stop words is performed by using the stop
word in the provided list [22]. In the final step of
preprocessing, tweets with a length of three words or
less are excluded from the dataset to be considered
representative and to prevent misclassification [17].

The research uses word n-grams for feature ex-
traction, with each word weighted by TF-IDF. In
previous studies [3, 4], the TF-IDF is utilized as a

TABLE II
THE PERFORMANCE OF EACH MODEL.

Model No. Model Name Accuracy Score F1-Score

1 Logistic Regression 0.83 0.79
2 Multinomial Naı̈ve Bayes 0.83 0.79
3 Random Forest 0.82 0.79
4 XGBoost 0.83 0.79

baseline for feature extraction. In addition, it is found
that TF-IDF provides the highest accuracy parameter
across all machine learning models used in the experi-
ments [5]. Several traditional machine learning models
are utilized for classification, including Logistic Re-
gression, Multinomial Naive Bayes, Random Forest,
and XGBoost. During the training phase, the models
are trained using the skit-learn library using default
parameters. The models are then compared using two
different methods. The first method involves using
common evaluation metrics, such as accuracy and F1-
score. The second method uses LIME, as investigated
in previous research [17]. LIME, a model-agnostic
Explainable AI technique, is one of the most well-
known contributions to the simplification approach to
explanations. The simplified model that is easier to
implement due to its reduced complexity compared to
the model it represents is explained using the simplifi-
cation approach technique. LIME creates locally linear
models around its predictions to explain an opaque
model [16].

The experiment is carried out by training and testing
several traditional machine learning models. Then,
some evaluation metrics such as accuracy and F1-score
are obtained. Table II shows both evaluation metrics for
its corresponding model with accuracy and F1-score
results that are very close.

It is challenging to choose and reject models based
on standard evaluation metrics like accuracy and F1-
score. As a result, several tweets are predicted. Then,
their LIME explanations are compared manually, like
in previous research [17]. Several hateful tweets from
the testing set are randomly selected. Three randomly
selected hate tweets are predicted as hate speech and
are examined through LIME explanations. Table III
lists the selected hateful tweets predicted as hate
speech.

Next, their LIME explanations are manually com-
pared in Table IV. It shows the LIME explanations
output for each machine learning model. The green
highlighted words have been identified as contributing
to the non-hate speech class. The yellow highlighted
words, on the other hand, are words that shift the pre-
diction to the hate speech class. The Logistic Regres-
sion and Multinomial Naive Bayes model in Table IV
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TABLE III
THREE RANDOMLY SELECTED HATE TWEETS.

No. Tweet (raw)

1 Gila yah ini rezim jongos Cina (this is crazy
Chinese servant regime)

2 Ganyang PKI..!! Perang terbuka generasi PKI dg
ummat islam..!! (destroy Indonesian Communist
Party..!! Open warfare between the Indonesian
Communist Party generation and Muslims)

3 USER USER USER USER Dangkal otak kamu,
tidak semua yg benci suharto itu PKI. (your brain
is shallow, not everyone who hates Suharto is
Indonesian Communist Party)

No. Tweet (clean)

1 Gila ya rezim jongos Cina (crazy Chinese servant
regime)

2 Ganyang Partai Komunis Indonesia perang buka
generasi Partai Komunis Indonesia umat Islam
(destroy Indonesian Communist Party open war-
fare Indonesian Communist Party Muslims)

3 Dangkal otak benci Soeharto Partai Komunis In-
donesia (shallow brain hate Soeharto Indonesian
Communist Party)

TABLE IV
THE LIME EXPLANATIONS FOR THE FIRST TWEET.

Model Tweet

Logistic Regression gila ya rezim jongos cina
Multinomial Naı̈ve Bayes gila ya rezim jongos cina
Random Forest gila ya rezim jongos cina
XGBoost gila ya rezim jongos cina

highlights the first-word “gila” (crazy) as the word that
the LIME model finds important in predicting non-hate
speech. It is incorrect because “gila” is a derogatory
mark often used in hate speech and abusive language.
Therefore, the first two models are rejected. The second
word “ya” is the Indonesian translation of “yes”. Thus,
it is correct to flag it as either green or no flag at
all. The rest of the words are correctly highlighted as
yellow for all models, meaning these words are the
words that shift the prediction to hate speech class.

Table V highlights the explanation for some words
for the second tweet for each model. It shows that the
word “ganyang” (destroy), “partai” (political party),
“komunis” (communist), and “Indonesia” are high-
lighted as yellow in most of the models. A notable
difference can be seen in the first two models of
Logistic Regression and Multinomial Naive Bayes,
where the word “perang”, meaning “war” in English, is
highlighted as green. It is incorrect as the word “war”
is often used in the hate speech conversation. As a
result, both models are rejected.

Table VI shows the explanation of the third tweet.
Three out of four models highlight the word “Soe-
harto” as green. It is the name of an Indonesian
army general who was involved in a coup and became
president in 1968, eventually stepping down after 32

TABLE V
THE LIME EXPLANATIONS FOR THE SECOND TWEET.

Model Tweet

Logistic Regression ganyang partai komunis indonesia perang buka
generasi partai komunis indonesia umat islam

Multinomial Naı̈ve
Bayes

ganyang partai komunis indonesia perang buka
generasi partai komunis indonesia umat islam

Random Forest ganyang partai komunis indonesia perang buka
generasi partai komunis indonesia umat islam

XGBoost ganyang partai komunis indonesia perang buka
generasi partai komunis indonesia umat islam

TABLE VI
THE LIME EXPLANATIONS FOR THE THIRD TWEET.

Model Tweet

Logistic Regression dangkal otak benci soeharto partai komunis in-
donesia

Multinomial Naı̈ve
Bayes

dangkal otak benci soeharto partai komunis in-
donesia

Random Forest dangkal otak benci soeharto partai komunis in-
donesia

XGBoost dangkal otak benci soeharto partai komunis in-
donesia

years in power. In the Random Forest model, the word
“benci” (hate) and “komunis” (communist) are also
highlighted as green. In general, these three terms are
used in the context of political debate on social media
by various netizens with opposing political views,
potentially leading to hate speech. As a result, the first
three models are rejected, and the XGBoost model is
chosen as the final selected model.

Utilizing such Explainable AI technique can provide
an alternative evaluation method other than common
metrics, such as accuracy and F1-score. Both accuracy
and F1-score achieve highly similar significant results,
but the highlighted words in LIME output show dif-
ferent results. Among the three predicted tweets used
as examples, XGBoost is considered to provide the
most logical explanation since the yellow highlighted
words are correctly identified as hate speech words.
In contrast, green highlighted words are properly rec-
ognized non-hate speech words. At this stage, the
LIME explanations can provide valuable insight for
the decision makers to choose which model to be
deployed. Also, it allows the decision makers to trust
the prediction and the model.

IV. CONCLUSION

The research studies hate speech detection in In-
donesian Twitter and attempt to explain it. A dataset
from a prior study is used, which includes 13,169
tweets labeled as hate speech or not hate speech.
Several traditional machine learning models are trained
to determine whether a tweet is classified as hate
speech or not, with the models achieving a high level
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of accuracy overall. However, after examining the
models’ predictions explanations, it is discovered that
XGBoost provides the most logical LIME explanations
for the predictions. As a result, model interpretability
techniques, such as LIME, can assist in selecting the
ideal model, among others that yield great results for
deployment. The model interpretability technique can
also be used to give end-users with reasoning for a
model’s prediction.

The research has limitations. Most words in each
class are tweets related to political events. Furthermore,
in terms of the dataset, there is an opportunity to
collect more general data. It means that hate speech on
Twitter can be collected from general scenarios and not
only from specific cases, but such also as tweets that
relate to political events. Another opportunity for future
research is to provide tags that specify whether words
in a tweet are likely to contribute to certain classes like
hate speech or not. These tags can be used as a ground
truth which can be compared to the LIME output. As a
result, a quantitative metric can be utilized to see how
different the words highlighted by the ground truth and
the words chosen by LIME explanations are. Overall,
future research can revolve around collecting a new
general dataset of hate speech on Indonesian Twitter.
The dataset can also be used as a benchmark dataset
for future studies.
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