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Abstract—With the rising number of COVID-19 cases
in Indonesia, the government has implemented the Impo-
sition of Restrictions on Emergency Community Activ-
ities (Pemberlakuan Pembatasan Kegiatan Masyarakat
- PPKM) as Indonesia’s COVID-19 policy. Several con-
troversies and protests have colored the implementation
of this emergency policy. Some netizens on Twitter
voice their opinions about the policy in their tweets.
Emotions in tweets can be recognized through text-based
emotion detection or emotion analysis. However, text-
based emotion detection is a challenging task. One of the
main issues in classifying text with a machine learning-
based approach deals with the feature dimensions. As
a result, appropriate methods for accurately identifying
emotion based on the text are required. The research
studies an emotions analysis task on Indonesians’ PPKM-
related tweets to understand their emotional state while
implementing the PPKM. The machine learning clas-
sification algorithms used are Support Vector Machine
(SVM) and random forest. The total number of tweets
is 4,401. The results show that SVM with linear kernel
function combined with the TF-IDF and Chi-Square
methods outperforms other classifiers with an accuracy
of 0.7528. The accuracy value is higher than those
obtained by previous studies. Moreover, the results of
the emotion classification on PPKM tweets reveal that
most Indonesians are unhappy with the implementation
of the PPKM policy.

Index Terms—Tweets, Emotions Analysis, COVID-19
Policy, Support Vector Machine

I. INTRODUCTION

HE Coronavirus Disease 2019 (COVID-19) has
circulated widely throughout the world. This out-
break was first discovered in late December 2019 in
Wuhan City, Hubei Province, China. The transmission
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of the SARS-CoV-2 virus that causes COVID-19 is
fast, so the spreading rate of the COVID-19 disease
is high. For that reason, World Health Organization
(WHO) has announced COVID-19 as a pandemic [1].
In response to the increasing number of COVID-19
cases, the Indonesian government has implemented
an Imposition of Restrictions on Emergency Com-
munity Activities (Pemberlakuan Pembatasan Kegiatan
Masyarakat - PPKM) policy. This policy is applied in
Java and Bali areas, designated as red zones. The im-
plementation of the PPKM began on July 3", 2021 [2].
However, implementing this PPKM policy has caused
various controversies and protests from a group of
citizens, specifically people who felt affected by its im-
plementation. Moreover, some netizens have expressed
their opinion or frustration towards the PPKM on social
media.

Social networks evolve rapidly in tandem with tech-
nological advancement. As a result, various informa-
tion is uploaded and shared by social media users [3].
That information can be in text, videos, photos, or
audio. In Indonesia, several social media are used and
accessed by the public, such as Twitter, Facebook,
and Instagram. Twitter is one of the social media
platforms with the highest total daily active users [4].
Twitter’s design and features make it simple for users
to share messages, known as tweets. Each tweet also
contains a wide range of content. Some tweets have
vents, opinions, or positive and negative criticisms.
Governments, scientists, and companies also attempt to
process information from Twitter to get some insight
despite the varying content of the tweets.

Furthermore, during the COVID-19 pandemic, Twit-
ter has become a place for people to express their opin-
ions, thoughts, and feelings via tweets [5]. A phrase
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conveyed through a tweet can reflect how a person’s
feelings or emotions are experienced. Emotions are
human’s feelings strongly influenced by a situation or
a relationship with another person [6]. The emotions
in a social media post can be recognized through
emotion detection, a sub-part of sentiment analysis.
Sentiment analysis focuses on obtaining information
by interpreting a person’s point of view or opinions
and classifying it into polarities, such as positive,
negative, or neutral [7]. Meanwhile, emotion detection
is a subset of sentiment analysis that entails extracting
a person’s opinions, thoughts, or ideas to identify
emotions, such as sadness, anger, happiness, and so
on [8].

Emotion detection from social media posts is a
relatively new and challenging area of computational
intelligence research that has caught researchers’ at-
tention in recent years [9]. Even though there are
numerous ways to communicate on social media, text
remains one of the most widely used forms of com-
munication. As a result, text-based emotion detection
has become an essential part of the research. The
cases discussed and the techniques employed are quite
diverse. A machine learning-based approach is one of
the most widely used methods for detecting emotions
in text [10]. For example, previous research classifies
emotions from Indian text data into five emotions:
surprise, happy, sad, fear, and love, using Support
Vector Machine (SVM) [11]. In-text classification,
SVM is one of the machine learning algorithms that
is frequently implemented [12]. In addition, machine
learning can be used to detect emotions in tweets.
Another example is the emotion classification system
of English-language tweets using SVM, Logistic Re-
gression (LR), random forest, and Stochastic Gradient
Descent (SGD) algorithms [13]. On the other hand,
K-Nearest Neighbors (KNN) and Naive Bayes (NB)
algorithms are used to identifying emotions expressed
through tweets [14].

Feature engineering techniques must be imple-
mented to analyze emotions presented in text data by
adapting machine learning algorithms [15]. The word
embedding method is one of the feature engineering
methods commonly used in Natural Language Process-
ing (NLP). Each word in the text can be represented
numerically based on text corpora using the word2vec
embedding method [16]. Nevertheless, this method has
a limitation. The word2vec cannot accurately insert
words into vectors if the word is not found in a
corpus [17]. The FastText embedding method, on the
other hand, can solve this Out of Vocabulary (OOV)
issue [18]. Furthermore, another approach can be ap-
plied to represent numbers from text datasets to employ
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the word embedding-based method. It is the Term
Frequency-Inverse Document Frequency method (TF-
IDF) [19].

One of the main challenges when performing text
classification tasks using a machine learning-based
approach is dealing with the dimensions of the fea-
tures used [20]. The dimensions of input features can
affect the overall performance of the classification
models, especially when the feature space has high
dimensions. Hence, dimensionality reduction is critical
in employing machine learning-based algorithms for
the classification task. Moreover, the dimensionality
reduction process is implemented to reduce the dimen-
sions of input data. Feature extraction or feature selec-
tion can minimize the dimensionality of input data.
Previous research performs a text classification task
using different machine learning algorithms, including
SVM, KNN, random forest, and decision tree (J-48),
by implementing the feature extraction process using
the Principal Component Analysis (PCA) method [21].
After applying PCA, high feature vector dimensions
can be reduced. PCA can also remove irrelevant fea-
tures, allowing classifiers to classify text better. It is an
effective and popular feature extraction method used in
various fields [22].

Moreover, the Analysis of Variance (ANOVA) fea-
ture selection method is applied to reduce the di-
mensions of the input data so that the performance
of machine learning classifiers in analyzing Arabic-
language tweets is maximized [23]. On the other hand,
a previous study employes a modified Chi-Square fea-
ture selection technique to improve the performance of
SVM in classifying Arabic text data [24]. In addition, a
dimension reduction process is applied using the Chi-
Square feature selection method to improve the clas-
sifier’s performance when executing emotion detection
tasks for English text using the SVM algorithm [25].

Finding an appropriate feature representation of text
data representing an entity is not straightforward [26].
Furthermore, feelings expressed through a text are not
always expressed through words directly related to
emotions but are frequently understood through the
context or meaning of the text [27]. These factors make
text-based emotion detection tasks require applying
the proper method to obtain accurate emotional iden-
tification results. The research conducts a text-based
emotion analysis of PPKM policy using the SVM and
random forest, based on Indonesian-language Twitter
text data uploaded when the policy takes place. Fast-
Text and TF-IDF methods are used to represent text
data in numeric form.

Only a few studies apply the dimension reduction
process to improve the performance of the classifi-
cation model in identifying text-based emotion. On
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Fig. 1. The emotion classification process conducted in the research.

the other hand, most studies have adapted the di-
mension reduction process to improve the accuracy
of the classifier in classifying text or sentiment data
into certain classes [21, 23, 24]. The rest, most of
the texts analyzed, are in English [25, 28]. Therefore,
the research implements a dimension reduction proce-
dure to overcome the existing limitations and improve
each classifier’s performance in classifying emotions
based on Indonesian-language tweets. The dimensional
reduction methods that will be compared are PCA,
ANOVA, and Chi-Square.

II. RESEARCH METHOD

Text-based emotion detection combines a set of pre-
defined emotion-labeled datasets with a data analysis
algorithm to extract emotions from textual data [28].
Text-based emotion detection employs an NLP ap-
proach that combines linguistic and computational
techniques to assist computers in understanding text
in the form of human language [8]. Furthermore,
text-based emotion detection can overview public per-
ceptions on a particular topic, product, service, or
event. In Fig. 1, the emotion detection process in
the research consists of five major stages, including
data acquisition, data cleansing, feature engineering,
dimensionality reduction, and emotions classification.
The process of data collection or data acquisition is
divided into two types: data collection to build a
classification model and data collection to be used as a
research subject. Furthermore, data cleansing aims to
prepare data for further processing by removing noise
from each data. FastText and TF-IDF methods are used
in the feature engineering process to convert text data
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to numbers. Then, the dimensionality reduction stage
employs several methods, including PCA, ANOVA,
and Chi-Square, to reduce the dimensions of features
obtained during the feature engineering stage.

On the other hand, a classification model or classifier
will be created using trained data in the emotions clas-
sification process. Each formed classifier is tested on
test data, and its performance is evaluated. In addition,
the best classifier will be used to classify tweets about
PPKM policy into five emotion categories. The five
emotion categories are anger, happiness, sadness, fear,
and love.

A. Dataset

The data used to build a classification model or
classifiers in the research is obtained from the Twitter
emotion dataset [29]. The dataset used is a collection
of Indonesian tweets collected from June 1%, 2018,
to June 14™ 2018, using the streaming method via
Twitter APL. The total number of tweets is 4,401.
In addition, each tweet has been labeled by the re-
searchers. To determine the emotion class of the tweet,
the researchers used Shaver’s basic emotion theory. It is
later popularized by Parrot, known as Parrot’s primary
emotion. This emotion theory divides emotions into
six classes: surprise, love, joy, anger, sadness, and
fear [30].

On the other hand, Shaver and Murdaya have up-
dated the Indonesian language’s structural definition of
the emotion lexicon based on previous emotion theory
but have yet to include surprise emotion [31]. Thus,
the emotion lexicon for the Indonesian language used
by the researchers to establish the annotation guide-
lines only has five emotion classes: anger, happiness,
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Fig. 3. Data cleansing process.

sadness, fear, and love. The annotation process is also
carried out with the assistance of two professional
annotators. Additionally, the researchers use Cohen
Kappa’s value assessments to evaluate the agreement
of the final annotation results of tweets.

B. Data Acquisition

The data used as a research subject is primary data.
Twitter is used as a data collection place for the
research. On the other hand, the data collection process
is carried out using a scraping technique that scrapes
tweets associated with the PPKM policy. Scraping is
a data extraction technique applied to collect large
amounts of relevant metadata, which is then stored in a
database or specific files for future analysis [32]. In the
research, scraping uses Python programming language
with the help of scrape modules. Snscrape is one of the
Python 3 libraries that can access historical data from
social media platforms such as Twitter [33]. Figure 2
depicts the flow of the scraping process implemented
in the research. The first scraping stage determines
attributes, such as keywords, language, and the time-
lapse between uploaded tweets.

Moreover, the research uses “ppkm” as the keyword.
The selected tweets are in the Indonesian language.
Besides that, the tweets are posted from July 3rd,
2021, to October 4% 2021. After determining the
attributes, the scraping process begins. The scraping
process results are saved in a .csv format file.
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C. Data Cleansing

Identifying emotion based on Twitter text data is
challenging [34]. It is because Twitter text data is
not structured. Nowadays, abbreviations, emojis, or
particular phrases are widely used in tweets. On the
other hand, a similar problem exists on Twitter Indone-
sia. In addition, tweets uploaded by netizens consist
of various types of informal words [29]. Therefore,
before performing the sentiment analysis task, Twitter
text data must be prepared in advance through data
cleansing or preprocessing. Text preprocessing aims to
convert unstructured text into structured text data [35].
Then, data cleansing is carried out using several tools,
including RegEx, NLTK, and demoji. In Fig. 3, the data
cleansing process applied to the dataset is as follows.

The removal of sensitive information process is
implemented to remove sensitive information, such as
mentions, URLs, hashtags, and sensitive numbers on
the dataset’s characteristics. Each emoticon, such as
“)”, “(”, and “XD” is converted into a corresponding
word form in the step of emoticons transformation.
Then, the punctuation in a tweet is removed in the
removal of punctuation process. Next, each letter in
the text is modified to lowercase in the lower casing
process. The next step is to transform the informal
word into formal words. For example, “pls” is replaced
with “please”. Afterward, the research removes single
letters in a text. Stopwords often appear in the text but
do not have an informative meaning [36]. Hence, the
research removes every stopword from the text. It also
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TABLE I
EXAMPLES OF THE WORD TRANSFORMATION.

Symbol & slang words ~ Word transformation

B) Smile
2( Crying, sad
XD Laugh out loud
pls Need help
ngakak Laugh
ily I love you

deletes emojis and too-short tweets from the PPKM
dataset. The results of the data cleansing process are
stored in a .csv format file. Table I presents examples
of emoticons and informal word transformations.

D. Feature Engineering

Feature Engineering converts text data into numbers.
The research uses FastText and TF-IDF as feature
engineering. In sentiment analysis, word embedding is
a technique for extracting features from text data [37].
Word embedding is applied to jolt a word into a vector
of real numbers with N dimensions [38]. Applying
the word embedding method makes the text classifica-
tion process easier [39]. One of the word embedding
techniques is FastText. Moreover, FastText is a devel-
opment of the word2vec embedding method that can
deal with the issue of OOV by using the concept of
similarity or resemblance of meaning from a word [40].
For example, a group of Facebook researchers has
developed FastText to study word representation ef-
ficiently. FastText considers the word structure that its
numerical representation looks for something. Thus,
a word with a different form studies the similarity
of the word independently [41]. Moreover, FastText
has been implemented in previous research using a
pre-trained FastText model with 100 dimensions [29].
In particular, the pre-trained FastText model has been
trained using one million tweets in the Indonesian
language. The pre-trained model is used to find the
numerical representation of each word in a tweet by
embedding the word into a real number vector based
on the phrase loaded by the pre-trained FastText model.
On the other hand, that pre-trained model contains
69,465-word vectors.

Every word that its numerical representation will
look for is weighted by TF-IDF. The weight given by
the TF-IDF to a word reflects how important the word
is in the documents. TF-IDF is often implemented as a
feature engineering method in sentiment analysis tasks.
TF-IDF is one of the feature engineering approaches
that consider word frequency in a text [42]. In addi-
tion, Term Frequency (TF) in Eq. (1) is the rate of
occurrence of a word in the documents. Then, Eq. (2)
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is the Inverse Document Frequency (IDF) that presents
the occurrence level of words rarely encountered in the
document. The TF-IDF value is obtained using Eq. (3).

> presences of word win document d

TF(w)

b

>~ word in document d
)]

IDF(w) >~ document collections

=1
O8e >~ document consisting word w’
2)
TF — IDF(w) = TF(w) x IDF(w).
3)

E. Dimensionality Reduction

The FastText method produces features with di-
mensions of 4401x100, while the TF-IDF method
produces features with dimensions of 4401x15386.
Hence, the dimensionality reduction step is imple-
mented using the PCA feature extraction method and
the feature selection method with ANOVA and Chi-
Square techniques to reduce the features’ dimensions.

PCA approach is used to reduce the dimensions
of the input data into smaller dimensions by consid-
ering the variance of the data. Furthermore, PCA is
applied to find a form of linear transformation that
states a coordinate framework from input data to new
orthonormal coordinates [43]. On the other hand, the
linear transformation of input data into new data is
called Principal Components (PCs). Retrieval from PCs
represents the size of the data stored. By using PCA,
the feature extraction algorithm is as follows.

1) Normalization of input data.
2) Calculate the covariance matrix.

W@y @

cov(zy) =
(zy) = =
3) Compute the eigenvalues and the eigenvectors.

(A=) =0 5)
4) Sort eigenvalues descending and specifying PCs.
[A = AI][X] = [0] (6)

Next, the ANOVA feature selection technique ranks
a feature based on the feature’s linkage to a label.
The benchmark used to evaluate the rating of each
feature is called the f ratio [44]. The f ratio can be
found using Eq. (7), 02 denoting the variance between
classes and o2, denoting a variance within the class.

err

Moreover, afl is calculated through Eq. (8), and the
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variance within the class is calculated by Eq (9).

2
Ol

fratio = 5 (D)
e
o= 2T
o2 — Qi — j)zi\f__(% (@ — 5)2”1'). 9)

Additionally, xi represents the average of the ith
class. The T is the overall average, x;; represents the
ith measurement of jth class, and n; is the number of
ith class measurements. The highest f ratio indicates
the more relevant a feature to the label or class.

Chi-Square (x?) is a statistical test that measures
the divergence from the expected distributions if the
appearance of a feature is assumed to be independent
of its classes [45]. The Chi-Square test also considers
dependencies among stochastic variables and is well-
defined. Therefore, features that are not dependent
on their class will be eliminated because they are
considered irrelevant or essential for a classification
process. It shows r as the number of different values
in the feature, ¢ as the number of various values in the
class, n;s as the frequency of the j-th class element
with the sth class, p1j, and nj, as the frequency of
the j-th element, and n., as the total element with
the s-th class. Each feature is assigned a value using
Egs. (10) and (11). In addition, the highest Chi-Square
value indicates that a feature is very informative or
helpful for a classification process [46].

T sTljx
fjs = ——2=, (10)
n
ZT:EC: Njs — HKjs
j=1s=1 Hjs

F. Emotion Classification

The research classifies tweets into five emotions:
anger, happiness, sadness, fear, and love. On the other
hand, the classification algorithms involved are SVM
and random forest. Non-Linear SVM performs data
classification by determining the best hyperplane con-
structed from the data set that separates each class.
This data set is the closest point to a hyperplane
called a support vector [47]. Furthermore, the best
hyperplane can be measured by calculating the value
of the maximum margin, where the margin represents
the distance between a class to another class. On the
other hand, the performance of SVM can be affected by
the selected parameters. The parameter in question is
the kernel functions adapted. There are several kernel
functions. Equations (12)—(14) define the linear kernel,
Radial Basis Function (RBF) kernel, and polynomial
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kernel, respectively. It shows x and y as input data, c
as a constant value, d as a polynomial degree, and o
as the standard deviation. Suppose a dataset has been
labeled into two classes: z; € R, y; € —1,41 with
i = N, d > 1, and hyperplane g(z) = (w,z) + c.
The best hyperplane is recognized by maximizing the
margin value of Eq. (15). The applicable provision is
in Eq. (16). Additionally, the sign decision f(z) in
Eq. (17) is calculated to determine the class of the
data, with m as the support vector, o; as the weight
of each data, and K (xz;, ) as the kernel function.

K(z,y) = (z"y), (12)
_ |l — ||

K(z,y) = exp {202 : (13)
K(z,y) = (z"y +¢)%, (14)

1 1
S IWIP =W+ ws), a3
(wiz; + wox; +¢) > 1, (16)
/ (17)

f(zq) = Z o yiK (z;,x) +y.
i=1

Random forest is a classification algorithm that uses
bootstrap aggregation (bagging) and random feature
selection methods [48]. Furthermore, random forest
works by analyzing trees grown and becoming forests.
The determination of classification results using the
random forest algorithm is obtained based on the
majority voting results from each tree [49]. Here are
the stages involved in forming a forest consisting of
random trees:

1) By replacing the data groups (bootstrap), choose
N cases randomly.

2) With the example of bootstrap, design a tree to
grow to its maximum size without even being
pruned. A number of m attributes are selected at
random for each tree.

3) Repeat steps 1 and 2 at k times until a forest of
k trees has grown.

Suppose that mg(X,Y’) is a margin function. The
margin function computes the average voting results of
each tree at (X,Y") with X as the predictor vector and
Y as the classification target. Equation (18) defines
the margin function that v and v are formulated in
Egs. (19)-(20).

Besides determining the majority voting’s result,
The margin function represents the level of certainty
of the classification’s final result. Moreover, random
forest uses the Generalization Error (PE*) parameter
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TABLE II
DATA DISTRIBUTIONS FROM EACH EMOTION CLASS.

Class Training data  Testing data Total
Anger 992 109 1,101
Happy 929 88 1,017
Sadness 894 103 997
Fear 577 69 649
Love 568 72 637
Total 3,960 441 4401

to measure the accuracy characteristics in Eq. (21).

mg(X,Y) = v —max, .y (v), (18)
v=avl(hy(X)=Y), (19)
v =avil(hp(X) = j), (20)
PE* =pg ,(mg(X,Y)) <0. 21)

III. RESULTS AND DISCUSSION

In the research, Indonesian tweets are classified into
five emotions: anger, happiness, sadness, fear, and love.
The machine learning-based approach is employed to
execute text-based emotion detection. The machine
learning-based approach solves the problem of text-
based emotion detection by utilizing machine learn-
ing algorithms to classify text into specific emotional
categories [8]. The research uses SVM and random
forest. Each algorithm uses two different feature types:
FastText and TF-IDF. Additionally, the research uses
SVM with linear, RBF, and polynomial kernels with
three degrees. The research also conducts several ex-
periments with and without dimensional reduction. It
uses PCA as feature extraction and ANOVA and Chi-
Square as feature selection.

Table II shows the tweet distributions from each
emotion category in the dataset used after partitioning.
Moreover, the Twitter emotion dataset is partitioned
into 90% training data and 10% evaluation data [50].
The number of tweets is 3,960 for training data and
441 for evaluation data. On the other hand, data testing
used as a research subject is Indonesian tweets related
to the PPKM policy. The dataset is obtained through
the scraping process.

Figure 4 compares the number of tweets from
each emotion class on the Twitter Emotion Dataset.
In particular, the difference in the number of tweets
from each category of emotions is not statistically
significant. Then, from Fig. 5, it can be seen that most
of the tweets collected were uploaded in July 2021,
totaling 187,678 tweets. Moreover, there are 322,864
tweets in total. After implementing the data cleansing
process, the number of tweets on the PPKM dataset is
reduced to 191,017.

19

Fig. 4. Comparison of the number of tweets from each emotion
class on the Twitter emotion dataset.

The f-ratio values given to the features selected by
using ANOVA in the research are as follows. The
lowest f-ratio of the selected FastText feature is 31.667.
Meanwhile, the lowest f-ratio of the selected TF-IDF
feature is 1.4779. The highest f-ratio of the selected
FastText feature is 248.126, whereas the highest f-
ratio value of the selected TF-IDF feature is 412.523.
Moreover, the lowest Chi-Square value of the selected
FastText feature is 3.6185, while the lowest Chi-Square
value of the selected TF-IDF feature is 1.0415. Then,
the highest Chi-Square values given to the selected
FastText and TF-IDF features are 34.520 and 247.061,
respectively.

The performance of each classifier is evaluated using
accuracy, precision, recall, and F1 score evaluation
metrics. In addition, the time it takes classifiers to
classify emotions or the testing time is used as a
benchmark for evaluating the performance of each
classification model. Figure 6 depicts an evaluation
of the processing time in each classifier to classify
emotion classes from the testing data. The dimen-
sions of the TF-IDF feature are more significant than
the FastText feature. Moreover, the testing time of
classifiers with the TF-IDF feature is longer than the
FastText feature.

Details of each classifier’s evaluation results are
presented in Table III. If the process of dimensional re-
duction is not employed, the highest accuracy achieved
by SVM with linear kernel function is built using
the TF-IDF feature. The accuracy of the classifier is
0.7052. The precision, recall, and F1 score achieved
are 0.74, 0.71, and 0.718, respectively.

Next, PCA is applied to reduce the dimensions
of input data. The FastText feature dimensions of
4401x100 are reduced to 4401x80. In addition, the
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Fig. 6. Testing time of each classifier.

TF-IDF feature with dimensions of 4401x15386 is
reduced to the size of 4401x2200. After applying
PCA, the highest accuracy is obtained using the SVM
RBF classifier built with the FastText feature. The
value is 0.7052. Furthermore, that classifier has pre-
cision, recall, and F1 score values of 0.746, 0.6980,
and 0.7120, respectively. On the other hand, PCs used
by the SVM-RBF kernel function using the FastText
feature contain 94,24% of input data characteristics.
The dimension of TF-IDF features is reduced
to 4401x2500 using the ANOVA feature selection
method. On the other hand, the dimensions of the
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FastText feature are decreased to 4401 x75. The SVM
classifier achieves the highest accuracy after applying
the ANOVA feature selection technique with linear
kernel function, compiled using the TF-IDF feature
at 0.7506. The classifier’s precision, recall, and F1
score are 0.772, 0.7480, and 0.7540, respectively. In
particular, if the dimensions of each feature are reduced
again using ANOVA feature selection, the accuracy
attained is no better than 0.7506.

Then, the Chi-Square feature selection is imple-
mented to minimize the dimensions of the FastText
feature to 4401x70. Meanwhile, the dimensions of
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TABLE III
THE RESULTS OF EACH CLASSIFIER EVALUATION IN CLASSIFYING EMOTIONS.

Classifier Feature Accu-  Precision Recall F1 Classifier Feature Accu-  Precision Recall F1
racy Score racy Score
Random FastText 0.5737 0.5860  0.5680  0.5680 SVM FastText 0.6440 0.6600  0.6460  0.6520
Forest TF-IDF 0.6803 0.7040  0.6820  0.6880  Linear TF-IDF 0.7052 0.7400  0.7100  0.7180
FastText +  0.6236 0.6700  0.5980  0.6160 FastText +  0.6599 0.6840  0.6600  0.6680
PCA PCA
TF-IDF + PCA 05125 0.5820  0.4980  0.5200 TF-IDF + PCA  0.6848 0.7260  0.6880  0.7000
FastText + 0.5510 0.5780  0.5540  0.5440 FastText +  0.5986 0.5980  0.6020  0.5920
ANOVA ANOVA
TF-IDF +  0.6871 0.7200  0.6920  0.7020 TF-IDF +  0.7506 0.7720  0.7480  0.7540
ANOVA ANOVA
FastText +  0.5896 0.5880  0.5700  0.5720 FastText + 0.6145 0.6660  0.6000  0.6180
Chi-Square Chi-Square
TF-IDF + Chi-  0.7120 0.7420  0.7280  0.7300 TF-IDF + Chi-  0.7528 0.7800  0.7580  0.7660
Square Square
SVM FastText 0.6463 0.6680  0.6520  0.6540 SVM FastText 0.6599 0.6760  0.6640  0.6640
RBF TF-IDF 0.6576 0.7020  0.6480  0.6580  Poly TF-IDF 0.3356 0.6340  0.2640  0.2100
FastText + 0.7052 0.7460  0.6980  0.7120 FastText + 0.6780 0.7160  0.6700  0.6780
PCA PCA
TF-IDF + PCA  0.6961 0.7520  0.6800  0.7020 TF-IDF + PCA  0.4580 0.6540  0.3820  0.3640
FastText + 0.6190 0.6260  0.6300  0.6180 FastText +  0.6259 0.6300  0.6320  0.6240
ANOVA ANOVA
TF-IDF + 0.7392 0.7680  0.7320  0.7460 TF-IDF + 0.5760 0.6820  0.5340  0.5280
ANOVA ANOVA
FastText +  0.6508 0.6740  0.6480  0.6560 FastText + 0.5780 0.5780  0.5860  0.5800
Chi-Square Chi-Square
TF-IDF + Chi-  0.7324 0.7740  0.7280  0.7440 TF-IDF + Chi-  0.4762 0.6740  0.3940  0.3700
Square Square
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Fig. 7. Emotions classification results on tweets related to the PPKM.

the TF-IDF feature have been reduced to 4401 x9000.
After implementing Chi-Square, the highest accuracy
value is attained by the SVM classifier with linear
kernel function and TF-IDF feature, which is 0.7528.
On the other hand, the classifier’s precision, recall, and
F1 score values are consecutively 0.7800, 0.7580, and
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0.7660. If the dimensions of each feature are reduced
again, the results obtained are not optimal.

Experiments that have been carried out show that
the performance of the SVM with linear kernel func-
tion designed using the TF-IDF feature outperforms
other classifiers after applying the Chi-Square feature
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selection method. Although the classifier takes a long
time to classify emotions, the accuracy is quite good,
0.7528. As a result, combining TF-IDF and Chi-
Square feature selection methods and selecting the
linear kernel functions of the SVM algorithm are the
best approach for improving the performance of the
SVM classifier in identifying emotions from the text.
The method proposed in the research can provide
better accuracy than previous studies [25, 51, 52]. The
previous study combines the Part of Speech (POS)
tagger method, Chi-Square feature selection, and SVM
to identify emotions in text. This combination yields
the best accuracy result of 0.7243 [25]. On the other
hand, combining the Bag-of-Words (BoW), TF-IDF,
and SVM methods achieves an accuracy of 0.7260 in
classifying emotions in English texts [51]. Previous
research has an accuracy of 0.4734 when performing
an emotional analysis on a tweet using the Naive Bayes
method [52].

Emotions analysis on the PPKM dataset is con-
ducted using the best classifier. Figure 7 shows the
emotions classification results on the PPKM dataset.
It can be seen that the sadness emotion classes have
the most tweets, with 69,406 tweets classified in the
sadness class out of the 191,017 tweets related to the
PPKM dataset. In addition, the number of tweets from
anger emotion classes is almost the same as in sadness
classes. The proportion of tweets classified as sadness
class is 36.33%, and anger is 35.16%.

IV. CONCLUSION

The research analyzes the emotional condition of
the Indonesians during the PPKM policy during the
COVID-19 pandemic. It is based on Indonesian lan-
guage text data from Twitter uploaded when the PPKM
policy is implemented. The research uses a classi-
fication algorithm based on machine learning: SVM
and random forest. Text-based emotion detection, on
the other hand, is a challenging task. Dealing with
feature dimensions is one of the most difficult parts
of classifying text using a machine learning-based
approach. As a result, the research uses a combination
of methods to achieve better results.

The results show that the TF-IDF method is the best
method for representing Twitter text data in numerical
form based on the experimental results. The accuracy
of the classifier designed using the TF-IDF feature is
overall better than the FastText feature. However, when
viewed in terms of the speed of the classifier in analyz-
ing emotions, the execution time of the classifier with
the TF-IDF feature is longer than the FastText feature
as the dimensions of the TF-IDF feature are larger.
Next, classifier performance optimization is carried out
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through a dimension reduction process. The dimension
reduction method is the PCA as the feature extraction
method and the Chi-Square and ANOVA as the feature
selection methods. After implementing the dimension
reduction process, several classifiers’ execution time or
testing time in classifying an emotion becomes faster.

On the other hand, after applying the Chi-Square
feature selection technique, the performance of the
SVM classifier with linear kernel functions using the
TF-IDF feature outperforms the different classifiers.
The accuracy obtained is 0.7528. This accuracy value
is better than the accuracy obtained by previous studies.
The accuracy of similar previous studies is in the range
of 0.4734 to 0.7260. Combining the TF-IDF method,
Chi-Square feature selection, and linear kernel function
selection in the SVM algorithm can improve SVM’s
performance in identifying text-based emotion.

In addition, on the classification of emotions on
Twitter text data related to the PPKM policy, the
Indonesian people’s tweets on Twitter during the
PPKM policy belong to the emotion classes: sadness
at 36.33% and anger at 35.16%. Suppose the results
of the classification are interpreted. In that case, it
can be understood that most Indonesian people are
annoyed with the implementation of the PPKM by the
government.

Limitations in text-based emotion identification de-
pend on the characteristics of the data to be tested.
Several factors related to the text data analyzed can
limit text-based emotion identification. The length and
complexity of the text can impact the result of emotion
identification accuracy. Short texts, such as tweets
or headlines, may not contain enough information to
capture the writers’ intended emotions accurately. In
contrast, longer texts may contain multiple emotions
or conflicting sentiments that are difficult to disen-
tangle. In addition, using slang, colloquialisms, and
regional dialects can also pose a challenge for emotion
identification methods. Cultural and contextual factors
can also impact the accuracy of emotion identifica-
tion. Different cultures may have different norms and
conventions for expressing emotions, which a generic
emotion identification model may not capture. Text
data that are incomplete, ambiguous, or poorly written
also can be complex for automated methods to interpret
accurately. The research can be used as a reference for
further research by implementing a dimension reduc-
tion stage to minimize irrelevant features. Therefore,
the classifier’s performance in identifying text-based
emotion can become more optimal.
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