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Abstract—The vast sea conditions and the long coast-
line make Bengkulu one of the provinces with a high
diversity of marine fish. Although it is predicted to have
high diversity, data on the diversity of marine fish on
the Bengkulu coast is still very limited, especially in the
process of fish species detection. With the development
and expansion of computer capabilities, the ability to
classify fish can be done with the help of computer
equipment. The research presents a new method of
automating the detection of marine fish with a Single Shot
Detector method. It is a relatively simple algorithm to
detect an object with the help of a MobileNet architecture.
In the research, the Single Shot Detector used is six
extra convolution layers. Three of the extra layers can
generate six predictions for each cell. The Single Shot
Detector model, in total, can generate 8,732 predictions.
The research succeeds in identifying seven from ten
genera of marine fish with a total dataset of 1,000
images, with 90% training data and 10% validation data.
Each fish genus has 100 images with different shooting
angles and backgrounds. The results show that the Single
Shot Detector model with MobileNet architecture gets
an accuracy value of 52.48% for the identification of 10
genera of marine fish.

Index Terms—Automatic Fish Identification, Single
Shot Detector, Sorting Machine

I. INTRODUCTION

F ISH detection is a way of classifying fish based
on special characteristics. It can be through a

description of the shape, body pattern of fish, color,
or other characteristics [1–3]. This detection typically
can be identified by fishermen and some people with
certain knowledge [4, 5]. Unfortunately, knowledge
is not available to everybody because each area has
a different name for each fish despite its scientific
name. Thus, it needs help from a machine to do it
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automatically based on the knowledge embedded into
the algorithm, including deep learning.

There is a significant increase in the study of
classification systems in the field of biology based
on morphology (appearance of shapes) and taxonomy
(similarities and distinctions of properties) automati-
cally [6–8]. It is due to the increase in processing
capabilities and computer equipment [9, 10]. There is
a need to model fish recognition to improve the perfor-
mance of the sorting process since only fishermen can
detect the name of fish in the system. Furthermore,
the implementation of the latest technology for fish
detection can help to sort machine development for
smart fishery systems. It can be beneficial for the
economic and tourism aspect of the area of Bengkulu,
where the fishery normally takes place.

Deep learning is an analytical method used to ana-
lyze large amounts of data more deeply. It is one of
the popular artificial intelligence methods in the last
ten years, which has succeeded in achieving the best
results in various problems. It requires hundreds of
thousands or millions of images for the best results
and high-performance computing. Moreover, it has also
been widely used for fish classification. Based on the
previous case study, the algorithm used are AlexNet,
VGG16 & VGG19, and Google Net for the classifi-
cation of exotic fish species in the water and Single
Shot Detector, YOLO, VGG16, and Inception 3 for the
classification of fish in different environments [11–13].

Single Shot Detector is a deep learning model used
to detect an object with a single shot. It uses a relatively
simple algorithm because it does not go through the
stages of making a proposal and a feature in the
resampling stage but through the stages of summa-
rizing all calculations in a single shot [6, 12, 14].
It makes Single Shot Detector easy to train and can
be directly integrated into the system. Single Shot
Detector also implements the bounding boxes feature
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Fig. 1. Preprocessing method.

to estimate the location of the detected object, which
has a higher computation and detection speed value
than other models [3, 15–17].

Based on the results of the previous research, the
researchers are interested in conducting research on
the identification of captured marine fish genera us-
ing a Single Shot Detector. The identification process
involves localization to estimate the location of the
detected object. The research aims to apply the Sin-
gle Shot Detector model to identify fish genera in
Bengkulu. Furthermore, the research also calculates the
accuracy value of the architectural model used.

II. RESEARCH METHOD

The type of research is applied research. The re-
searchers search, study, and collect data from various
relevant international and national journals, scientific

articles, literature reviews containing the concepts stud-
ied, and books on fish species obtained from the
Ministry of Marine Affairs and Fisheries Website [18].
The researchers collect information directly from the
research site. The preprocessing method can be seen in
Fig. 1. The researchers have taken pictures of the fish
directly caught by fishermen in several areas, namely
the Coastal Market, Bengkulu Market, and Pulai Baai,
Bengkulu City. Then, the researchers consult with one
marine lecturer at the University of Bengkulu. It is
the discussion to validate the fish data that has been
obtained and to determine the genus of the fish images
as a support for the research.

Next, the testing process carried out on the model is
evaluation metrics [19, 20]. Before making a model,
a model analysis has been carried out first. The
analysis is very important for the needs of whether
the model should be made up-to-date or updating an
existing model. System analysis includes analysis of
the workflow model. The design of the model aims
to describe in detail the workings of this model. The
design is carried out in making the identification model
of captured marine fish using Single Shot Detector.

Preparation of the dataset is the first step in the
training process. The dataset is one of the most im-
portant parts of the identification process. A collection
of datasets is used to train and test object identification.
In the research, the identification process uses 10 fish
genera: Caranx, Carangoides, Alepes, Elagatis, Kat-
suwonus, Parastromateus, Thunnus, Scomberomorus,
Psettodes, and Rastrelliger [9]. Dataset samples are
taken from various sources. Those files have various
sizes and different shooting angles. Then, the samples
also use synthesized data. Each dataset is 100, with a
total sample of 1,000. It is to avoid dataset imbalances.
When the training process is carried out, not having
a balanced number of samples can interfere with the
performance of the final detection and the accuracy
of the detection [3, 6, 16]. The augmentation of the
dataset is to convert the original image into synthetic
data form and obtain the diversity of the dataset.
The process for augmenting the data is by cropping
the original fish image and moving it into a blank
background [15].

After all the images have been annotated, they are
saved in the Pascal VOC format because labeling is
only in two formats, namely Pascal VOC and YOLO.
The file type of Pascal VOC is XML. This XML
type will be converted into CSV type so that it can
be generated into TensorFlow records format. After
annotating the dataset, the dataset division divides the
sample data into the train and test folders. The train
folder is used for training the model, while the test
folder is for evaluating the model. Usually, the dataset
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Fig. 2. Configuration training script.

distribution ratio is 9:1, which is 90% of the training
image and 10% of the testing image. The configuration
of the training script can be seen in Fig. 2.

Next, TensorFlow requires a label map, which maps
each label to an integer value or a list of class-
es/objects. The label map is used in the training
and detection process. Figure 2 shows a map of
labels named “object-detection” with the file exten-
sion of .pbtxt, assuming that the data contain ten
labels needed (Alepes.sp, Carangoides.sp, Caranx.sp,
Elagatis.sp, Katsuwonus.sp, Parastromateus.sp, Pset-
todes.sp, Rastrelliger.sp, Scomberomorus.sp, Thun-
nus.sp) during pipeline configuration. Pipeline config-
uration is needed as a training and evaluation process
because TensorFlow uses Protobuf to store and ex-
change information/data in a structured manner. The
configuration file is divided into five parts [21–23], as
follows.

1) Model is the process of initializing the type of
model to be trained (i.e., meta-architecture and
feature extractor);

2) Training config determines the parameters that
must be used to train the model (e.g., Stochastic
Gradient Descent (SGD), input preprocessing, and
initialization value of feature extraction);

3) Eval config determines the measurement matrix
that will be used for the evaluation process;

4) Train input is the process of initializing the
dataset file to be trained;

5) Eval input initializes the dataset file that the
model will evaluate. Usually, it must be different
from the input dataset in training.

III. RESULTS AND DISCUSSION

The research shows a different architecture than the
previous research. It describes how the performance of
Single Shot Detector defines the fish type over manu-
ally input data. The data are collected from the fishery
collection and market for the training and testing data.
However, the data are limited to camera performance
that can be improved in future research. The Single
Shot Detector model in detecting objects uses a single
layer. The predicted bounding box area on the Single
Shot Detector is recognized by the default bounding
box through various scales and ratios for each feature
map location. Each default box with IoU > 0.5 is
categorized as matched [24, 25]. Then, the Single Shot
Detector model with MobileNet architecture is used as
a feature extractor. In the research, the Single Shot
Detector used is six extra convolution layers. Three of
the extra layers can generate six predictions for each
cell. The Single Shot Detector model, in total, can
generate 8,732 predictions by utilizing these six layers.
The Single Shot Detector model uses MobileNet v1
as its architecture. After the image is inserted, it
is extracted first by the MobileNet architecture with
depthwise convolution with a 3×3 matrix. Then, it
combines the filtered values into a 1×1 matrix using
pointwise convolution to create new features. After
that, it proceeds with the four extra convolution layers
of the Single Shot Detector. Then, the value is obtained
in the form of a vector which proceeds to get output
in the form of object detection with a bounding box.

Batch size is the size or number of samples that are
used during training. In the script, the batch size is
“8”, dividing the sample or dataset into eight batches.
Batch size also affects the training/learning process
because the larger the batch size is, the longer the
computational time is required. The batch size must
also be adjusted to the Graphic Processing Unit (GPU)
used. Then, the learning rate is for optimization in
determining the number of steps in each iteration. The
learning rate value also affects the performance level
of accuracy. If it uses a large enough learning rate
value, the loss value will increase when running several
iterations during training. However, if the learning rate
value is small, the results are also not good. The
learning rate value used in this configuration is 0.0004.
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Moreover, steps are the number of steps used for
the training process. This configuration has 300,000
steps. The measurement matrix used by the Single Shot
Detector model is Coco Detection metrics [24–26].

To do this neural network training, the researchers
also use Google Colaboratory as an execution pro-
cess to run commands in the Python programming
language. Using Google Collaboratory can simplify
the training process because it provides free access to
the GPU. Since only GPU limits usage to 12 hours
and Google Colaboratory is run online, it requires a
stable Internet network. Moreover, the training process
takes a long time. In the research, it takes 1 to 5
days to complete the training because there are often
disturbances in the Internet network, which causes
the training process to be disrupted, limits in Google
Colaboratory, and GPU restrictions. So, the researchers
must wait for the network to be stable and GPU
to return to normal to continue the training process.
When the training process is running, observing or
monitoring the progress of the process can be seen
with the TensorBoard. It is one of the very nice
features provided by TensorFlow, so the researchers
can continuously observe, monitor, and visualize a
number of different training or evaluation matrices
when the model is trained.

The graphs on the TensorBoard visualizes all the
work during the training process. With the graph on the
TensorBoard, the researchers can see several graphs,
such as loss, learning rate, and global step. In Fig. 3,
it can be seen that with the number of iterations of
300,000 steps, the loss value at the end of the iteration
is 1.3. The lower the graph is, the better the loss value
will be. It shows the smaller possibility of errors during
the training process. If the graph does not change while
the process is still running, it means that it has shown
convergence in the training process. In the research,
the graph shows that it has not converged and requires
more steps.

The new model, as a result of the training, is
named “My-Model-Single Shot Detector”, which con-
tains the frozen inference graph file. The file is used
for the object detection testing process. The process
of evaluating the model matrix is carried out to test
the model that has been generated. In the research,
the research uses the Intersection over Union (IoU),
Precision, Recall, and mean Average Precision (mAP)
as important matrices for model evaluation. It uses an
IoU of 0.50 (green): 0.05 (red): 0.95 (blue). The results
of using the threshold for each class/object can be seen
in Fig. 4, where the green box is prediction, and the
blue box is ground truth.

Furthermore, a test is carried out by looking at
the performance using the precision-recall curve to

Fig. 3. Training loss graph.

Fig. 4. IoU for (a) Elagatis; (b) Katsuwonus; (c) Thunnus.

measure the performance of the Region-based Convo-
lutional Neural Networks (R-CNN) mask algorithm.
Precision-recall is one of the important measures for
evaluating network performance on test datasets. In ad-
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Fig. 5. (a) The best case model on the precision-recall graph of
Elagatis, (b) The worst case model of Thunnus.

dition, precision is measured based on the relevance of
outcomes. Meanwhile, recall measures the total num-
ber of correct and relevant outcomes. The precision-
recall curves are expressed in terms of the y-axis
and x-axis, respectively. From the results, with higher
precision, the recall rate also increases. It indicates
that the model is efficient and well-integrated. Figure 5
shows the example.

The results of the evaluation of fish detection are car-
ried out in ten separate classes to test the performance
of the network. The evaluation parameter is calculated
when the predictive confidence value is set to 0.9. The
results can be seen in Table I. The mean AP (mAP) of
the ten classes can be calculated with an average of ten
mean precision (AP), and the result is 0.5248/52.48%.

The results show that the highest average precision
for all classes is elagatis. Meanwhile, three classes
(Thunnus, Scomberomorus, and Psettodes) are not
detected at all. These three classes contribute false

TABLE I
DETECTION RESULT.

Class/Genus Confidence APIoU 0.50:0.95

Alepes.sp

0.9

0.91
Carangoides.sp 0.95
Caranx.sp 0.98
Elagatis.sp 0.99
Katsuwonus.sp 0.97
Parastromateus.sp 0.91
Psettodes.sp 0.00
Rastrelliger.sp 2.50
Scomberomorus.sp 0.00
Thunnus.sp 0.00
mAP of all classes 0.5248 (52.48%)

positives to various classes, reducing their AP values.
Undetected results in object detection can occur due
to several things, such as dataset imbalance. Likewise,
Rastrelliger only gets an AP value of 2.50.

Table II shows how the algorithm works through the
data. The blue and green colors mean that the algorithm
successfully detects the fish genus. Meanwhile, the red
color means that the algorithm experiences difficulty
in learning the object. Undetected results in object
detection can be influenced by several things, such as
dataset imbalance, small object size in the image that
makes the system unable to identify in detail, and light-
ing in the image that changes the color and physical
characteristics of each fish. For example, Psettodes.sp
is not detected because the fish has two parts with
different body colors, so it is difficult to identify it. It is
also because the dataset in each section is not the same.
Moreover, the fish in the picture has a slight physical
resemblance to Parastromateus.sp (black pomfret).

IV. CONCLUSION

The research presents a new method of automating
the detection of marine fish with a Single Shot Detector
method. The research proposes a new model from the
process of training data and successful implementation
of the algorithm. The performance of the algorithm
shows fairly good detection for each object, with an
mAP value of 52.48%. The research limitation is that
Single Shot Detector model can only identify seven
out of ten genera: Caranx, Carangoides, Alepes, Ela-
gatis, Katsuwonus, Parastromateus, and Rastrelliger.
Based on the analysis, model design, implementation,
and model testing, the researchers suggest that the
implementation model can be embedded into mobile
applications and real-time. Thus, it will be linear to the
usage of the MobileNet architecture, which is intended
as a mobile vision.

Furthermore, future research can use the latest Mo-
bileNet architecture. It can also improve Single Shot
Detector model. The suggested input for a model is
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TABLE II
IMAGE DETECTION RESULT.

Match No Match

Alepes.sp Rastrelliger.sp

Carangoides.sp Psettodes.sp

Elagatis.sp Scomberomorus.sp

Katsuwonus.sp Thunnus.sp

Parastromateus.sp Psettodes.sp

Caranx.sp
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images with the size of 512×512 with more numbers
of training and testing data to improve the validation
result.
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