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Abstract—Indonesia is one of the countries most af-
fected by the Coronavirus pandemic with millions con-
firm cases. Hence, the government has increased strict
procedures for using face masks in public areas. For this
reason, the detection of people wearing face masks in
public areas is needed. Face mask detection is a part of
the classification problem. Thus Support Vector Machine
(SVM) can be implemented. SVM is still known as one of
the most powerful and efficient classification algorithms.
The research aims to build an automatic face mask
detector using SVM. However, it needs to modify it first
because it only can classify linear data. The modification
is made by adding kernel functions, and a Multi-kernel
approach is chosen. The proposed method is applied by
combining various kernels into one kernel equation. The
dataset used in the research is a face mask image obtained
from Github. The data are public datasets consisting of
faces with and without masks. The results present that
the proposed method provides good performance. It is
proven by the average value. The values are 83.67% for
sensitivity, 82.40% for specificity, 82.00% for precision,
82.93% for accuracy, and 82.77% for Fl-score. These
values are better than other experiments using single
kernel SVM with the same process and dataset.

Index Terms—Modified Multi-Kernel, Support Vector
Machine (SVM), Mask Detection

I. INTRODUCTION

HE coronavirus (COVID-19) outbreak has spread

throughout the world and transformed into sev-
eral new variants since its emergence. Although re-
searchers, practitioners, and the government suppress
the growth rate of positive confirmed cases and the
number of virus spreads, the faster spread of the
new variant makes the pandemic even more alarm-
ing. Indonesia is one of many countries affected by
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the pandemic, with 5.8 million confirmed cases [1].
One of the reasons for this situation is a low rate
of vaccination in Indonesia for the third vaccination
with only 6.68% [2]. Accordingly, other efforts are
needed to reduce the COVID-19 death rate, including
increasing strict procedures and using face masks. In
addition, World Health Organization (WHO) recom-
mends that people in public areas wear double masks
to suppress the spread of the virus. For this reason,
detecting people wearing face masks in public areas is
essential [3]. Regular use of face masks is crucial to
help to prevent the spread of infection and contracting
viruses transmitted in the air or through droplets [4].

Exploration of technology to detect mask users in
public places is needed to identify easier people who
do not comply with the rules. Various studies have
applied many methods to test the program’s effective-
ness for face detection [5]. Specifically, there are more
and more studies to make automatic mask detection.
For example, the previous studies show a detector of
face masks using Single Shot MultiBox Detector and
MobileNetV2 [6], deep learning for face mask detec-
tion to reduce Coronavirus spread [7], and a similar
face mask detector but with a semantic segmentation
method [8]. There is a study using the Squeeze and
Excitation (SE)-YOLOv3 method to detect the use
of masks with relatively balanced effectiveness and
efficiency in the case of real-time datasets with an mAP
value of 8.6% higher than YOLOv3 [9]. Then, users
are detected without masks in real-time using a deep
learning method based on a dataset from Live Video
processed in a Raspberry Pi 4 [10]. Similarly, a model
is designed with the PCS algorithm to recognize a hu-
man face without a mask with an accuracy of 96.25%
and face recognition with a mask with an accuracy of
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68.75% [11]. Last, the transfer learning model applies
Inception V3 to detect masked faces [12].

The classification model or method has various types
of models, including K-Nearest Neighbor (KNN), Sup-
port Vector Machine (SVM), Deep Learning (DL), or
Artificial Neural Network (ANN). The KNN, SVM,
ANN, and DL algorithms have relatively stable per-
formance in detecting users with masks. Moreover,
KNN and SVM are relatively faster in the dataset
training process [13]. A previous study has proven that
the accuracy of masked face detection using SVM is
99% and above [14]. Then, a transfer learning method
is applied to classify masked and unmasked faces
with a combination of the MobileNet-V2 model with
SVM. It has a good performance of 97.11% [15]. An
enormous number of studies have been actively applied
in certain domains of SVM and their application in
various fields of science. Today, SVM is still known
as one of the most powerful and efficient classification
algorithms. This algorithm has the strongest regression
and classification mathematical model. This powerful
foundation lets new guidance for further research in
the prodigious field of regression and classification for
years [16, 17].

The purpose of this framework is to provide another
reference for SVM to detect mask users. Traditionally,
SVM is a linear classification method. Thus, it has
to be modified using a kernel function to classify
non-linear data. However, there are many kinds of
kernels with different characteristics, so it is difficult
to determine the best kernel for every classification
problem. This problem has been proven by some
research [18]. It aims to detect lung cancer on CT
scan datasets using various types of single kernel
SVM, namely Linear kernel, Radial Basis Function
(RBF) kernel, and Polynomial kernel. The results show
that the three models provide different accuracy, and
the RBF kernel SVM ranks the lowest with only
55.55%. Meanwhile, Linear and Polynomial kernels
have 78.33% and 80.01%, respectively. In addition,
the previous research studies empirically the different
kernels of SVM. It provides different results in the case
of facial expression recognition. SVM Linear Kernel
has the worst accuracy with 49.93% compared to the
quadratic kernel and cubic kernel with an accuracy
of 77.51% and 97.11%, respectively [19]. Based on
that problem, the research intends to provide another
alternative to overcome confusion in choosing the best
kernel for every problem by combining existing kernels
into a unified equation called Multi-kernel SVM. In
simple terms, this approach involves combining various
kernels into a single formula.

(a) (b)

Fig. 1. Example of the face without a mask (a) and face with a
mask (b) [9].

II. RESEARCH METHOD
A. Dataset

The dataset used in the research is a face mask image
obtained from Github (https://github.com/prajnasb and
https://www.kaggle.com/andrewmvd). The data are a
public dataset consisting of faces with and without
masks. Figure 1 shows an example of a face with mask
(Fig. 1a) and without a mask (Fig. 1b). The number of
datasets is 1,500, with details of 750 with masks and
750 without masks. The dataset is divided into training
data with 1,350 images (90%) and testing data with 150
images (10%).

B. Data Processing

The researchers collect the dataset of face mask
images as mentioned previously. Then, data are trans-
formed into matrix calculations using histogram for-
mulas. An image histogram is a collection of graphs
that comprehensively describe the distribution of the
intensity values of each pixel in an image or a certain
part of the image. A histogram describes the relative
frequency of occurrence (relative) of the intensity in
the image. Moreover, a histogram also represents a lot
about the contrast and the brightness of an image [20].
A histogram is used because this approach is very
conscious but powerful, especially if it is used to
identify mask images with close color blocks and the
same intensity of spread for each mask image [21].

C. Multi-Kernel Support Vector Machine (SVM)

SVM is one of the machine learning algorithms
used for classification problems. The SVM algorithm
has been applied to various tasks, including biology,
medicine, and meteorology [22-24]. A simple expla-
nation of the thinking concept of the SVM algorithm is
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an attempt to find the best hyperplane that separates the
two data classes in the input space. The pattern of the
two classes is translated as (+1) class and (—1) class
which can be obtained from various alternative bound-
aries (discrimination limits). Meanwhile, the margin
line is translated as the distance formed between the
hyperplane and the closest pattern from each class that
has been separated. This closest pattern is called a
support vector. Briefly, it can be explained that the
effort to find the hyperplane position is the core of
the learning process in SVM. Traditionally, SVM is an
algorithm that can only classify linear data. Soft margin
SVM cannot find the separator on the hyperplane,
so it cannot have high accuracy and be generalized
properly. Therefore, it takes a kernel to transform data
into a higher-dimensional space called kernel space
which is helpful for separating data linearly [25].
The kernel function of K(z;,z;) is formulated as

K(l‘i,l‘j) =< ¢($l)¢($J) >.

The ¢ transforms data from the original dimension
to a higher dimension, resulting in the new dimension
where the data can be separated linearly by the formed
hyperplane. In the research, the researchers combine
various kernel functions, namely the third-order poly-
nomial kernel function, the linear kernel function, and
the RBF kernel function, as the most commonly used
kernel function. Here are the equations of the three
functions.

e Linear Kernel:

’

K(z;,xj) = =l (1
o Polynomial Kernel:
K(zs,7;) = (z.z + 1) )

« RBF Kernel:

zi — =52

T2]>' 3)
As explained earlier, the main idea of Multi-kernel

learning is to combine several kernel functions of

K(x,z) so that the kernel functions can be formulated

as K(z,2) ="M d,,K,,(z,2) which subjects to

M

K(z;,x;) = exp(

m=1
dpw > 0,3, 1dn = 1. The M is the number of
kernel functions, while d,, is the weight chosen to
represent data [26]. This function becomes a reference
or basis for combining the three kernels in Eqgs. (1)-
(3). Then, it can be implemented in the system.
Furthermore, in a single kernel function, the optimal
distance from the hyperplane is obtained by solving the
equation of min 1 |w|*+C >, &, which is subject
to the following Eqs. (4) and (5).

yl(xlw—l—b) >1-& Wi,
V>0 Vi.

“4)
S

The w is the normal line (a weight vector perpendic-
ular to the hyperplane). At the same time, £ and C' are
additional variables as a boundary between maximizing
margins and reducing the number of errors during
the classification process. Furthermore, in Multi-kernel
functions, the decision function of (z;w) + b =
f(x) + b becomes S°M_ f,.(x) + b. The b is the
bias (position of the plane relative to the center of the
coordinates), and each f,, is a different Reproducing
Kernel Hilbert Space (RKHS) function based on the
K,, kernel function [27]. So, the optimal hyperplane
can be obtained by solving the equation of ming J(d),
which is subject to d,, > 0,5 d,, = 1. The
J(d) is an equation of the objective function with the
following constraints in Eq. (6).

M

o1 1 9 -
J(d) =min 7 > a. [ fmllI” + CZ&% (6)
m=1 i=1
It is subject t0 y; S fm (i) +yib > 1— & and
& > 0. Then, the dual problem is as follows.

n M
1
J(d) = m(?x—§ Z aiajyiyj deKm<.’L‘i7.’L‘j)

i,5=1 m
n
+ Z g,
i=1
@)

with Y7 a;y; =0and 0 < a; < C,Vi.

Equation (7) is a Quadratic Programming (QP)
problem with a linear constraint. Training SVM is the
same as solving convex optimization problems. So, by
referring to Eq. (7), J(d) can also be written as Eq. (8)
with a* being the optimal solution during the training
process of SVM.

n M
1 * %
J(d) = _5 Z QG Yl ;dem(xivxj)

ij=1

D. Validating the Model

Next, the researchers validate the model by using
K-Fold Cross Validation. It is a validation method by
dividing the data into k-subsets. Then, it is repeated
k-times for learning and testing. In each repetition,
one subset is used as test data and the other subset as
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Fig. 2. Example of cross-validation scheme.
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learning data, obtained from a combination of different
subsets [28]. In this section, the researchers divide
the dataset into ten groups of dataset combinations.
Then, the program runs repeatedly with different com-
binations of training and test data according to cross-
validation rules. Figure 2 shows the explanation of the
K-Fold Cross Validation approach used in the research.

E. Calculation Performance

The researchers calculate the system performance by
calculating the value of accuracy, precision, specificity,
sensitivity, and Fl-score. This calculation starts with
creating a confusion matrix containing the number of
the classification result. First, True Positive (TP) is a
group of positive data results that the system correctly
detects. Second, False Positive (FP) is the result that is
actually negative but is detected as positive by the sys-
tem otherwise. Third, False Negative (FN) is a group
of data results that are actually positive but are detected
as negative by the system. Fourth, True Negative (TN)
consists of data result that is actually negative and
correctly detected as negative by the system. The value
of accuracy, precision, specificity, sensitivity, and F1-
score are obtained by operating addition, division, or
multiplication of the results number of predicted and
actual class as the following in Eq. (9) and confusion
matrix (see Fig. 3) [29].

Precision x Sensitivity

F1 Score =2 x — -
Precision + Sensitivity

9

III. RESULTS AND DISCUSSION

The experiment is carried out using K-Fold Cross
Validation. Each experiment is carried out ten times us-
ing a different combination of training and testing data,
as mentioned previously. In Table I, the researchers
present the results of trials using the proposed method
to describe the research results comprehensively.

The result shows that the system can recognize
the image of people with masks and no masks well.

TABLE I
THE RESULT OF ALL TRIALS USING MULTI-KERNEL METHOD.

Trials Sensitivity ~ Specificity ~ Precision =~ Accuracy = FI-Score
/Recall
1 82.05% 84.72% 85.33% 83.33% 83.66%
2 80.77% 83.33% 84.00% 82.00% 82.35%
3 80.82% 79.22% 78.67% 80.00% 79.73%
4 85.07% 78.31% 76.00% 81.33% 80.28%
5 83.33% 86.11% 86.67 % 84.67% 84.97%
6 78.95% 79.73% 80.00% 79.33% 79.47%
7 85.51% 80.25% 78.67% 82.67% 81.94%
8 85.33% 85.33% 85.33% 85.33% 85.33%
9 83.56% 81.82% 81.33% 82.67% 82.43%
10 91.30% 85.19% 84.00% 88.00% 87.50%
Avg 83.67% 82.40% 82.00% 82.93% 82.77%

The average of the result is good, with 82.00% of
precision. It means the program can recognize that
people, which are labeled with masks, actually use a
face mask. Then, the average sensitivity (aka recall) is
83.67% which means from all the samples of the face
with a mask, 83.67% are correctly recognized. Then,
the program can correctly predict 82.40% specificity
of all face samples without a mask. Moreover, the
average accuracy value shows that 82.93% of samples
are correctly recognized. The average value of the F1-
score (82.77%) represents the harmonic average of
sensitivity and precision.

Table I also shows that the system runs well with
the constant result of all the trials made. The lowest
sensitivity value is 78.94% in the sixth trial, while the
highest is in the tenth trial with 91.30%. In the other
aspect, the lowest specificity value is in the fourth trial,
with 78.31%, and the highest value is 86.11% in the
fifth trial. Similarly, the precision gains the most value
with 86.67% in the fifth trial, but the lowest value is
made in the fourth trial with 76.00%. It can be said
that the tenth trial is the best, as proven by the highest
value of accuracy and F1-score of 88.00% and 87.50%,
respectively. Contrastly, in the sixth trial, accuracy and
Fl-score only gain 79.33% and 79.47%, respectively.

The Multi-kernel algorithm is constructed by com-
bining all three kernels of linear, polynomial, and
RBF. Thus, the result will be provided by showing
the experimental results. It uses the proposed method
compared to the experiments with a single kernel with
the same dataset and trial method. Table II presents the
average of all comparisons.

Table II shows that the proposed method has the
best result in all aspects. It has 83.67% of sensitivity,
82.40% of specificity, 82.00% of precision, 82.93%
of accuracy, and 82.77% of Fl-score. Meanwhile, the
worst result is obtained by RBF Kernel with 53.03% of
sensitivity, 51.28% of specificity, 31.47% of precision,
51.80% of accuracy, and 39.50% of Fl-score. With
that result, it can be concluded that, in this case of
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Fig. 3. Confusion matrix.
TABLE II Specificit
THE COMPARISON RESULT OF ALL EXPERIMENTS. P ¥
120.00%
Aspect Method (Average) 100.00%
Multi Kernel ~ Polynomial Kernel ~ RBF Kernel 80.00% H‘M’
Sensitivity/Recall 83.67% 81.13% 53.03% 60.00%
Specificity 82.40% 80.47% 51.28%
Precision 82.00% 80.27% 31.47% 40.00%
Accuracy 82.93% 80.80% 51.80% )
F1-Score 82.77% 80.70% 39.50% 2000%
0.00%
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100.00% Fig. 5. Specificity of all experiments.
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Fig. 4. Sensitivity/recall of all experiments. 20.00%
0.00%
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recognizing a face with a mask or not, the proposed —e—Multi Kernel - —e=Poly RBF
method (Multi-kernel SVM algorithm) can recognize
better than other single kernel SVM. In addition, the Fig. 6. Precision of all experiments.
results of a system with a single linear kernel SVM
cannot be displayed because it has an error during the
calculation. So, the system cannot reach convergence Figures 4 to 6 show the results of each trial on each
at the maximum number of iterations. aspect of the assessment in the entire experiment to
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Fig. 7. Accuracy of all experiments.

understand better the differences in the results of mask
identification using the Multi-kernel method with other
single-kernel methods tested. Figures 4 to 6 show the
performance graph of sensitivity/recall, specificity, and
precision of all experiments. The value of the proposed
method is good and constant from all experiments,
around 80%. Moreover, it can also be seen that the
sensitivity/recall, specificity, and precision value of
Multi-kernel SVM are similar to the result of the SVM
algorithm using Polynomial Kernel. Conversely, the
SVM method using RBF kernel not only has a lower
value of sensitivity/recall, specificity, and precision
in general but is also very fluctuating, especially in
sensitivity/recall value. It can be seen from several
experiments that the value is 0%, yet some turn out
to be 100%. It proves that the results of the SVM
classification using the RBF kernel are strongly in-
fluenced by the characteristics of the data because of
the experiments that have been carried out using the
K-Fold Cross Validation approach. Each data group
formed is different from one another, and it is very
possible to obtain very different data characteristics.
Figures 7 and 8 show the performance graph of
accuracy and Fl-score of all experiments. The value
of the Multi and Polynomial kernels in SVM are good
and constant from all experiments, around 80% in
contrast with the result of RBF kernel SVM. The
graph shows that the accuracy value using RBF kernel
SVM is the lowest value of all trials compared to
others. Furthermore, the value of the Fl-score using
RBF kernel SVM is not only the lowest but is also
fluctuating the same as the other performance values.

IV. CONCLUSION

The research creates a program that can detect a
face with or without a mask using SVM modified
with Multi-kernel. The approach is built by combining
three kernel kinds: the third-order polynomial kernel
function, the linear kernel function, and the RBF

F1 Score

100.00%
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70.00%
60.00%
50.00%
40.00%
30.00%
20.00%
10.00%

0.00%

e \_N

=== Multi Kernel Poly RBF

Fig. 8. F1-Score of all experiments.

kernel function to be one single kernel equation. The
researchers test the program with 1,500 images and
use 90% of them for training and 10% for testing.
This research focuses on analyzing the results of face
image recognition with masks or without masks by
using histogram values on these original images dataset
without any pre-processing of noise cleaning or other
pre-processing on the dataset. The model classifier is
validated using the K-Fold Cross Validation method.
The researchers arrange the dataset into ten groups
of datasets. Subsequently, the researchers conduct the
experiments repeatedly with different combinations of
training and testing data.

The result shows that the performance of Multi-
kernel SVM to detect face masks is good. It is
proven by the average value consisting of sensitivity
with 83.67%, specificity with 82.40%, precision with
82.00%, accuracy with 82.93%, and Fl-score with
82.77%. In addition, the proposed method is compared
with SVM using a single kernel. The result reveals that
the proposed method has the best result in all aspects
compared to a program with a single polynomial kernel
or RBF kernel using the same procedure and dataset.
Moreover, the program that uses a single linear kernel
cannot be done with this process and dataset because
it has an error when finding convergence of iterations.
It certainly indicates the previous hypothesis that it is
difficult to choose a fit kernel for every classification
problem because every kernel has characteristics. Con-
sequently, not every kernel will give maximum results.
It can even be null.

Further research can be done using other kernel
combination processes, such as non-linear combination
and the data-dependent combination method which
assigns a certain kernel weight to each data instance.
Another suggestion that can be made in further re-
search is to process the image dataset first, such as
cleaning noise or by using other image transformation
methods, in addition to the hisogram value so that
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other perspectives can be obtained from face mask
identification analysis research.
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