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Abstract—In the data era, outlier detection methods
play an important role. The existence of outliers can
provide clues to the discovery of new things, irregularities
in a system, or illegal intruders. Based on the data,
outlier detection methods can be classified into numerical,
categorical, or mixed-attribute data. However, the study
of the outlier detection methods is generally conducted
for numerical data. Meanwhile, many real-life facts are
presented in mixed-attribute data. In this paper, the
researcher presents a survey of outlier detection methods
for mixed-attribute data. The methods are classified into
four types, namely, categorized, enumerated, combined,
and mixed outlier detection methods for mixed-attribute
data. Through this classification, the methods can be
easily analyzed and improved by applying appropriate
functions.

Index Terms—Outlier Detection, Categorical Data, Nu-
merical Data, Mixed-Attribute Data

I. INTRODUCTION

UTLIERS are data that deviates from normal

data in general. Currently, the issue of outliers is
important. The existence of outliers can provide clues
to the discovery of new things, irregularities in a sys-
tem, or illegal intruders. Outlier detection methods can
be classified into three categories, namely, supervised,
semi-supervised, and unsupervised methods. The su-
pervised outlier detection method is characterized by
the presence of a trained dataset that models normal
and abnormal conditions. In this method, outlier detec-
tion is conducted by identifying the existence of data,
whether it is in the normal or abnormal dataset. Several
examples of outlier detection methods in this category
include artificial neural networks, statistics, and rule-
based models.

Next, the semi-supervised outlier detection method
is characterized by the presence of trained datasets
for normal conditions. However, there is no trained
dataset for abnormal conditions. In this method, outlier
detection is conducted by identifying the existence of
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data in the set of normal conditions. Several examples
of outlier detection methods in this category include
support vector machine and hidden Markov model.

The unsupervised outlier detection method does not
have any trained dataset. In this method, outlier identi-
fication is conducted by comparing each data point to
the others, which will yield the outlier degree of the
data point. Then, the outlier degree is compared to a
threshold value.

In real life, facts are presented not only in numerical
data but also in categorical and mixed-attribute data.
Thus, mixed-attribute data is a mixture of numeri-
cal and categorical data. Based on the data to be
processed, outlier detection methods can be classified
into three types, namely, the outlier detection method
for numerical, categorical, and mixed-attribute data.
However, generally, the developed outlier detection
methods only work for numerical data. Many surveys
such as those presented in Refs. [1-9] have been
conducted to classify the outlier detection methods for
numerical data.

II. RESEARCH METHOD

A. Outlier Detection Methods for Mixed-Attribute
Data

In various cases, categorical and numerical data
may appear simultaneously in a dataset which called
mixed-attribute data [10]. A data point on the mixed-
attribute dataset can be modeled with P = (P, P;)
where P, denotes the categorical data and P, denotes
the numerical data [11]. Based on the construction of
outlier value, the outlier detection methods for mixed-
attribute data can be classified into four types, namely
categorized, enumerated, combined, and mixed outlier
detection methods.

Then, f is a categorize function that converts nu-
merical data into categorical data, g is an enumerate
function that converts categorical data into numerical
data, and h is a real value function. Next, the researcher
defines ODC as a function for determining the outlier
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Fig. 2. Enumerated outlier detection method for mixed-attribute.

value of categorical data, and ODN for numerical data.
The process of the categorized outlier detection method
for mixed-attribute data is started by separating the
numerical data (F;) from the categorical data (F).
Then, P, is converted into categorical data using f.
The outlier value (OV) is determined using ODC, as
presented in Eq. (1). This process is depicted in Fig. 1.

OV = ODC(P, f(P,)). )

The process of the enumerated outlier detection
method for mixed-attribute data starts from separating
the categorical data (F,) from the numerical data (F,).
Then, P, is converted into numerical data using g. The
outlier value is determined using ODN, as presented in
Eq. (2). This process is depicted in Fig. 2.

OV = ODC(P,, g(P.). @)

The process of combined outlier detection method
for mixed-attribute data is from separating the categori-
cal data () from the numerical data (P;). Then, ODC
is used to calculate the outlier value of P.. Then, ODN
is used to calculate the outlier value of F;. It combines
the results of ODC and ODN using h yields the final
outlier value as presented in Eq. (3). This process is
shown in Fig. 3.

OV = h(ODC(P,, ODN(P,)). 3)

The mixed outlier detection method for mixed-
attribute data considers the relationship between cate-
gorical data (P.) and numerical data (). The process
starts with extracting the numerical properties of the
data. Then, the relationships between data and the
numerical properties of data are used to determine
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Fig. 3. Combined outlier detection method for mixed-attribute data.

Fig. 4. Mixed outlier detection method for mixed-attribute data.
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the outlier value of the entire data by using h. Then,
R is a function used to determine the relationship
between data, and N is a function used to determine
the numerical property of data. The outlier detection
method can be expressed in Eq. (4). This process is
shown in Fig. 4.

OV = h(N(Pc, Pq), R(P., Pq)). “4)

III. RESULTS AND DISCUSSION

Figures 1-4 show the different classes of outlier
detection methods for mixed-attribute data. The dif-
ferences lie in the transformation. In this section, the
outlier detection methods in each class are discussed.

A. Categorized Outlier Detection Method for Mixed-
Attribute Data

As shown in Fig. 1, in this method, numerical data
are transformed into categorical data. Then, outlier de-
tection is conducted using the outlier detection method
for categorical data. Various methods in this class have
been developed. These methods are characterized by
the function to convert numerical data into categorical
data and the categorical outlier detection method.

Numerical data are transformed into categorical data
by discretization like the dataset contains only cate-
gorical attributes. Then, the analysis is focused on the
association relationships between data. In this method,
the saliency degree is used to measure the outlier
value. It is evaluated from the values of associated
attributes [12].

In segmentation-and-combination-based detection of
anomalies, continuous or numerical data are converted
into categorical data by segmenting the data using a
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TABLE I
CATEGORIZED OUTLIER DETECTION METHODS FOR MIXED-ATTRIBUTE DATA.

Refs. Categorize functions

Outlier detection methods

[12] Discretization

This method transforms numerical data into categorical data by discretization. The outlier value is

determined by using the saliency degree, which is calculated from the relationships between data.

Interval

[13]

Numerical data are transformed into categorical data using a specific interval length. The transfor-

mation is repeated using different interval lengths. The outlier is extreme value data which have
low-frequency on each repetition.

[14] z-discretization and k-means

clustering

The numerical data are discretized by using z-discretization and k-means clustering. The outlier
detection is carried out by using AVF method.

specific interval length. The segmentation is repeated
using different interval lengths. On each repetition,
the low-frequency data are identified. The outliers are
extreme value data which have low frequency on each
repetition [13].

Numerical data are transformed into outlier data
using z-discretization and k-means clustering. Outlier
detection is conducted using Attribute Value Frequency
(AVF) method [14]. All of these methods differ from
the function used to transform numerical data into
categorical data, and the function used to detect the
outlier. Table I shows a comparison of these methods.
These methods may be improved by selecting the
appropriate function used to convert numerical data
into categorical data. The function is used to conduct
the categorical outlier detection.

Comparing the three methods shows the fact that
descretization technique is the fastest methods. The
interval technique needs to repeat the processes. This
makes a higher complexity level.

B. Enumerated Outlier Detection Method for Mixed-
Attribute Data

As shown in Fig. 2, categorical data are trans-
formed into numerical data. Then, outlier detection is
conducted by using the outlier detection method for
numerical data. Various methods in this class have been
developed. These methods are characterized by the
function used to convert categorical data into numerical
data and the categorical outlier detection method.

Reducing memory is used to solve the high mem-
ory consumption problem in Link-based Outlier and
Anomaly Detection in Evolving Datasets (LOADED).
In this method, categorical data are transformed into
numerical data using Naive Bayes classifier. Then, the
outlier value is calculated using a covariance matrix
for the entire data [15].

Buff detection method considers the mutual cor-
relation between data. In this method, the attributes
are mapped to latent numerical random variables that
are multivariate Gaussian in nature. Each attribute is
mapped to a corresponding latent numerical variable
via a specific Link function technique, such as logit
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function for binary attributes and log function for
count attributes. The dependency between mixed-type
attributes is expressed by the relationship between their
latent variables using a variance-covariance matrix.
The outlier is detected by fitting the data into the
model [16]. Both methods differ on the function used
to transform categorical data into numerical data, and
the function used to detect the outlier. Table II shows
a comparison of these methods.

By comparing both methods in Table II, it shows
the fact that developing the model in the Link function
technique needs many complex steps. Thus, the Naive
Bayes classifier techniques have a better complexity.
These methods may be improved by selecting the
appropriate function to convert the categorical data into
numerical data and the function to conduct numerical
outlier detection.

C. Combined Outlier Detection Method for Mixed-
Attribute Data

As shown in Fig. 3, the outlier detection process is
conducted to categorical dan numerical data separately.
Then, a function is used to combined the outlier scores,
which results in the entire outlier score. The discussion
about mixed-attribute outlier detection methods starts
with LOADED. In this method, a similarity metric is
used to process the categorical data and correlation
matrix for the numerical data. LOADED uses the
matrix to express the dependence between categorical
and numerical data. The outlier value is calculated
using data dependence [11].

In Outlier Detection for Mixed-Attribute Datasets
(ODMAD), the outlier value of categorical data is cal-
culated from its frequency. ODMAD assumes that data
points that share a categorical value should also share
similar continuous value. Therefore, ODMAD restricts
the search space by focusing on points that share a
categorical value and ranks these points based on their
similarity to each other. The similarity of numerical
data is calculated using the cosine similarity [17]. The
lower bound and the upper bound of the similarity
score is used to determine the outlierness of data.
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TABLE 11

ENUMERATED OUTLIER DETECTION METHODS FOR MIXED-ATTRIBUTE DATA.

Categorical data are transformed into numerical data using Naive Bayes classifier. The outlier value

Mixed-type attributes are mapped to latent numerical random variables that are multivariate Gaussian
in nature. The outlier is detected by fitting the data into a model.

A similarity metric is used to detect the outlier in categorical data. Correlation matrix that stores
Pearson’s correlation coefficient between every pair of continuous attributes is used to detect the

The outlier value of categorical data is calculated from its frequency. The similarity of numerical
data is calculated using cosine similarities. The lower bound and the upper bound of the similarity

The decision tree is used to determine the outlier value of the categorical data. The Gaussian
mixture model is used to determine the outlier value of the numerical data. The final outlier score
is determined using a simple weighted linear sum from the outlier values.

The outlier value of categorical data is determined using the frequent pattern. The cosine function
calculates the outlier value of the numerical data. The final outlier score is the average categorical

The outlier value of categorical data is determined using holoentropy. The outlier value of numerical
data is determined using the HilOut algorithm. The two degrees of outlier are combined to obtain

The outlier value of categorical data is determined using data frequency. The outlier value of
numerical data uses the nearest neighbor concept. Both outlier values are combined using a vector

The outlier value of categorical data is calculated using frequency. The outlier value of numerical
data is calculated using the modified Canberra equation. Then, the average of both outlier values is

Refs. Enumerate functions Outlier detection methods
[15] Naive Bayes classifier
is calculated using a covariance matrix.
[16] Link function
TABLE III
COMBINED OUTLIER DETECTION METHODS FOR MIXED-ATTRIBUTE DATA.
Refs. Functions Outlier detection methods
[11] Similarity metric, correlation
matrix
outlier in numerical data.
[17] Frequency, cosine similarities
score is used to determine the outlierness of data.
[18] Decision tree, Gaussian mix-
ture model, simple weighted
linear sum
[19] Frequent pattern, cosine, aver-
age
and numerical data outlier score.
[20] Holoentropy, HilOut
algorithm
the final outlier score.
[21] Frequency, nearest neighbor
to obtain the overall outlier value.
[22] Frequency, modified Canberra
equation
the final outlier value.
[23] Generalized linear model, ro-

bust error buffering, Gaussian

Non-numerical data are processed using the generalized linear model and robust error buffering.
Numerical data are processed using the Gaussian predictive model.

predictive model

According to Ref. [18], the decision tree is used
to determine the outlier value of categorical data.
Meanwhile, the Gaussian mixture model is used to
determine the outlier value of numerical data. The final
outlier score is determined using a simple weighted
linear sum from the outlier values [18].

Generally, all datasets in the database do not need to
be scanned. Therefore, obtaining the average categori-
cal data outlier score with numerical data outlier scores
is sufficient to determine the final score. With this
assumption, the mixed-attribute outlier factor method
is proposed. The outlier value of categorical data is
determined using the frequent pattern. The cosine func-
tion is used to calculate the outlier factor of numerical
data [19].

Categorical and numerical data are separated. Then,
the outlier value of categorical data is determined using
holoentropy. Then, the outlier value of numerical data
is determined using the HilOut algorithm. The two
degrees of outlier are combined to obtain the final
outlier score [20].

Categorical and numerical data are separated. Each
outlier value is determined separately. The outlier value
of numerical data is determined using the nearest
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neighbor concept. The outlier value of categorical data
is determined by using data frequency. Then, both
outlier values are combined using a vector to obtain
the overall outlier value [21].

Moreover, categorical and numerical data are sepa-
rated. The outlier value of categorical data is calculated
by using the frequency. Meanwhile, the outlier value
of numerical data is calculated using the modified
Canberra equation. Then, the average of both outlier
values is used to determine the final outlier value [22].

Mixed-type robust detection separates the categori-
cal and numerical data. In this method, numerical data
are processed using the Gaussian predictive model.
However, the non-numerical data are processed us-
ing the generalized linear model and robust error
buffering [23]. Table III shows a comparison of these
methods.

Comparing the methods in Table III, despite its
performance, the simplest method is the combination
of frequency and modified Canberra equation. These
methods differ on the function to detect the outlier of
categorical data, numerical data, and both outlier val-
ues. These methods may be improved by selecting the
appropriate function to detect the outlier in categorical
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data, the numerical data, and both outlier values.

D. Mixed Outlier Detection Method for Mixed-
Attribute Data

As shown in Fig. 4, categorical and numerical data
are processed simultaneously. The extracted numeri-
cal properties of datasets are used to determine the
outlier value. Pattern-based Outlier Detection (POD)
is proposed based on the fact that an outlier does
not comply with the data pattern. In mixed attribute
data, patterns are from numerical data, categorical data,
and the interaction between numerical and categorical
data. The more an object deviates from these patterns,
the higher is its outlier factor [24]. POD uses logistic
regression to learn patterns and formulate the outlier
factor in mixed-attribute datasets.

IV. CONCLUSION

The outlier detection methods for mixed-attribute
data can be classified into four groups, namely, cat-
egorized, enumerated, combined, and mixed outlier
detection method. The enumerated and categorized
methods transform the mixed-attribute data into single-
type data. Meanwhile, the combined method merges
the outlier values of categorical and numerical data.
Then, the mixed method calculates the outlier value
from the whole data.

The classification of outlier detection methods of
mixed-type data is shown in Tables I-III. These tables
clearly show that the various outlier detection methods
differ on the transforming function and the outlier
value determination for categorical and numerical data.
Future works can be conducted to find a better method
to detect outlier on mixed-attribute data by applying
appropriate functions into the most efficient process,
that is the minimum iteration.
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