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Abstract—The conventional advertisement board often
fails to attract its target customers effectively due to its
limited ability to display content relevant to viewers.
To address this, a Smart Personalized Advertisement
(SAVER) board employing an age and gender recognition
system is proposed. In the post-pandemic era, where
many people wear face masks, developing effective smart
advertising systems has become even more challenging.
The research aims to evaluate and compare Convolu-
tional Neural Network (CNN) architectures integrated
with You Only Look Once-X (YOLO-X) for age and
gender recognition in smart advertising applications that
accommodate both masked and unmasked faces. The
proposed framework first detects faces in an image
using the YOLO-X model. The detected faces are then
cropped based on bounding boxes and aligned to ensure
consistent orientation. Subsequently, CNN classifies age
groups and gender based on facial attributes. The detec-
tion results are used to determine which advertisements
should be displayed. The research uniquely addresses
the recognition of age and gender for both masked and
unmasked faces and implements the solution in a real-
time advertising system. The proposed system achieved
68% precision in delivering smart personalized adver-
tisements, demonstrating its effectiveness in real-world
public settings. In summary, this research contributes
to the development of intelligent public display systems
capable of delivering demographically aware content.

Index Terms—Personalized Advertisement Board, Age
and Gender Recognition, Masked and Unmasked Face,
You Only Look Once-X (YOLO-X), Convolutional Neural
Network (CNN)

I. INTRODUCTION

FFECTIVE advertising is a key determinant of
business success, particularly in today’s increas-
ingly competitive market. Previous studies have shown
that effective advertisements should be creative, visu-
ally appealing, and relevant to the target audience [1-
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4]. In fact, relevant advertisements lead to more
favourable attitudes from their audiences [5]. Person-
alized advertising technologies have been employed to
address this demand by delivering content tailored to
users based on their browsing behavior. Such technolo-
gies have been shown to influence purchase intentions
and increase purchasing frequency [6]. However, their
application remains limited to personal environments
and is not yet widely implemented in public spaces.

Various approaches have been explored to achieve
personalized advertising in public settings, particularly
through the use of facial features such as gaze, gender,
and age detection. Previous research has utilized a
Convolutional Neural Network (CNN) to recognize age
and gender for determining which advertisement to dis-
play, achieving 91.7% accuracy for age recognition and
95.5% for gender recognition [7]. CNN is also used for
age and gender recognition, achieving 94% accuracy
for gender detection and 86% for age group classifica-
tion [6]. Then, another research has demonstrated that
CNN outperforms Support Vector Machines (SVM) in
terms of accuracy and robustness [8]. Furthermore,
previous researchers have proposed CNN-based ap-
proaches for age and gender detection [9, 10]. In
addition, another prototype of a smart advertisement
board incorporates intention detection through eye
movement, but its performance is limited, achieving
only 68% accuracy in identifying user intention [11].
These findings suggest that facial features remain an
effective means for implementing smart advertising
systems in public environments.

The COVID-19 pandemic, however, introduces new
challenges. Beyond its profound health impacts, the
pandemic has triggered substantial social, cultural, and
behavioral changes. One of the most visible transfor-
mations is the adoption of the “new normal,” in which
wearing masks in public becomes a necessity [12].
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Although the fear of COVID-19 contamination is start-
ing to fade, the fact that a large number of people
still prefer to wear masks in public places poses
troublesome challenges for technologies that rely on
facial feature recognition, especially face detection.
However, relatively few studies have examined the
performance of age and gender recognition systems
on both masked and unmasked faces within real-time
advertising applications.

The objective of the research is to develop a smart
advertisement system that integrates You Only Look
Once-X (YOLO-X) with CNN to enable accurate face
recognition in both masked and unmasked conditions.
It also aims to implement this system in a real-
time prototype. Specifically, the proposed smart adver-
tisement board is capable of dynamically displaying
content tailored to the detected audience. The scope
of the research includes: (1) a face detection system
using YOLO-X trained on a publicly available dataset
and (2) a classification system using fixed age group
categories (3-9, 10-19, 20-39, 40-59, > 59) and
gender categories (male and female). However, the
research does not address the recognition of emotions
or ethnicities, nor does it attempt to infer viewers’
personal preferences, such as fashion or appearance.

A. Related Works

In recent years, many researchers have increasingly
approached face detection as a general object detec-
tion task [13, 14]. However, with the introduction
of regulations requiring the use of masks in public
spaces, research on masked face detection has devel-
oped rapidly [15]. Detecting masked faces presents
a distinct challenge as the presence of masks sig-
nificantly reduces the performance of face detection
systems, as they obscure critical facial features [16].

A variety of algorithms have been developed to
address this problem, including YOLO [17-19], Mo-
bileNetV2 [20], and RetinaFace [21] algorithms. The
recent YOLO algorithm, YOLO-X [22], has been
widely applied to various object detection tasks, in-
cluding road asset detection [23], foreign object de-
tection [24], and masked face detection [25]. Prior
research has reported that YOLO-X outperforms Mo-
bileNetV2, achieving 95% accuracy in masked face de-
tection [25]. These findings provide strong justification
for employing YOLO-X as the face detection algorithm
in the research, given its lightweight architecture and
ability to perform effectively in real-time detection
scenarios.

CNN is among the most effective algorithms for
image recognition and segmentation tasks. A CNN
typically consists of three main types of layers: con-
volutional layers, pooling layers, and fully connected

layers. Convolutional layers filter input images by
convolving them with specified kernels to extract fea-
tures. Pooling layers further refine these outputs by
down-sampling the feature maps, while fully connected
layers integrate the extracted features to generate final
predictions [26].

Age and gender recognition is a machine learning
task that relies on facial patterns as classification
parameters [27]. Numerous studies have investigated
this topic, as summarized in Table I. However, most ex-
isting models have not been evaluated on masked faces,
with the exception of MobiFace and the FaceMaskNet-
9 model. According to previous research, MobiFace
achieves low accuracy results when detecting age and
gender for masked faces [28]. While FaceMaskNet-
9 shows promising results in age detection, it has
only been tested using nine different individuals. Based
on the previous research, YOLO-X can effectively
distinguish between masked and unmasked faces [25].
Therefore, in this research, the researchers evaluate
multiple age and gender recognition models combined
with YOLO-X as the face detection algorithm.

II. RESEARCH METHOD

The proposed SAVER Board workflow is illustrated
in the block diagram shown in Fig. 1. First, images cap-
tured from a webcam mounted above the advertisement
board undergo preprocessing. If YOLO-X detects a
face in the image, the model generates bounding boxes
and facial landmark coordinates with each detected
face. These outputs are then used to crop and align
the faces. Second, the aligned faces are processed by
CNN models for age and gender recognition. Based
on the recognition outputs, the system displays the
corresponding advertisement on the monitor.

A. Face Detection

The research adopts the YOLO-X architecture as
described in previous research [25]. The model detects
both masked and unmasked faces, along with five
facial landmarks: the centers of the left and right
eyes, the nose, and the left and right corners of the
lips. To improve performance, the model is retrained
using the Masked Face in the Wild (MAFA) [31],
WiderFace [32], and CelebA datasets. Due to the
lack of datasets for masked faces, artificial masks
are applied to the image in the existing face dataset.
The artificial masks are generated using the MaskThe-
Face model [33]. The final dataset comprises 214,541
masked faces and 280,983 unmasked faces, which are
randomly split into training (80%), testing (10%), and
validation (10%) subsets. Performance is evaluated
using Accuracy, Precision, Recall, and F1-Score.
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TABLE I

COMPARISON OF EXISTING AGE AND GENDER RECOGNITION ALGORITHMS.

Algorithm

Result

Advantage

Disadvantage

Convolutional
Neural Network
(CNN) [6]

VGG-16 [28]

ResNet-34 [29]
MobiFace [28]

FaceMaskNet-
9 [30]

95.5% accuracy in detecting gender and
91.7% in age

93% accuracy in detecting gender and
61.8% in age group detection

94.9% accuracy in detecting gender and
60% in age

76.6% and 45.9% accuracy in detecting
gender and age group for masked faces,
respectively

94.96% accuracy in detecting age

Having the best performance when com-
pared with VGG-16 and Deep CNN

Detecting age and gender with a low-
resolution image
Being trained on a balanced dataset

Having lightweight network architecture
model

Achieving high accuracy in detecting
age for masked faces

The system has not been evaluated with
masked faces

The algorithm has not been tested with
masked faces

The system has not been tested with
masked faces

The accuracy of the model in detecting
age is still under 50%

The evaluation dataset consists of only
nine subjects.

Pre-processing

Input f Face Detection
nput from camera (YOLO-X)

Face Detected

Age and Gender

Face Alignment Recognition

Display Ads

No Face Detected

Fig. 1. The SAVER board framework.
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Fig. 2. Face Alignment using Arcus Tangent.

B. Face Alignment

Face alignment ensures that detected faces are con-
sistently oriented, which improves age and gender
classification. SAVER Board uses the left and right eye
coordinates as alignment landmarks (Fig. 2). Detected
faces are cropped based on bounding boxes, and the ro-
tation angle is calculated using the arctangent equation
(Eq. (1)) [34]. The faces are then rotated accordingly
using the OpenCV library. The a is the angle of the
two eyes. Meanwhile, (xg, yo) is location of the left
eye in the image, and (z1, y1) is location of the right
eye in the image.

|y1 —y0|

a = arctan .
|71 — @o|

ey

C. Gender Recognition

Since the research emphasises on real-time de-
tection, latency is critical for both gender and age
recognition. High latency may degrade the user ex-
perience, making the personalised advertisement in-
effective. Therefore, the classifier must produce high
accuracy but also be lightweight enough to run ef-
fectively without the need for heavy computation.
SmallerVGGNet and ResNet-34 are selected because
they offer strong balance between simplicity and per-
formance [27, 28]. SmallerVGGNet’s architecture has
the capability to reduce the number of parameters
from their original VGG models while also main-
taining good feature extractions [27]. While ResNet-
34, employs residual connections that enable efficient
training, which can maintain high accuracy without
the need of excessive computational cost. The pre-
trained SmallerVGGNet, trained on 2,200 face images,
achieves a validation accuracy of 85%. The network
consists of over 8.6 million parameters, including five
convolutional layers, seven activation layers, pooling
layers, and fully connected layers (see Fig. 3).

On the other hand, the researchers utilize a pre-
trained ResNet-34 from previous research [29]. It has
been trained on 108,000 face images evenly distributed
between males and females. This model is imple-
mented using ModelScope on Alibaba Cloud. ResNet-
34 consists of 34 layers, primarily convolutional layers
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Fig. 3. SmallerVGGNet architecture.

with 3x3 filters, pooling layers, and fully connected
layers. It contains nearly 21.8 million parameters,
which is more than 2.5 times larger than SmallerVG-
GNet.

To train the gender recognition models, the re-
searchers combine the MAFA, UTKFace, CelebA, and
artificially masked CelebA datasets, filtering out un-
clear images. The dataset is split into training (80%),
testing (10%), and validation (10%). Faces are cropped
and aligned using the method described previously.
Both SmallerVGGNet and ResNet-34 are fine-tuned
using this dataset with a learning rate of 0.01 over
100 epochs.

D. Age Recognition

Age recognition in the SAVER Board is treated as
a categorical problem rather than a numerical one to
increase detection performance [35]. There are two
CNN architectures that are evaluated in the research,
including ResNet-34 and FP-Age. ResNet-34 is chosen
due to its smaller architecture design and high accuracy
in classification tasks. Meanwhile, previous research
has stated that FP-Age performs well in estimating age
based on facial attributes [33].

The architecture for ResNet-34 in age recognition is
similar to that for gender detection [29]. The primary
difference lies in the fully connected layers, which
output eight distinct results for age-group recognition
and two results for gender recognition. The model
is also developed using ModelScope from Alibaba
Cloud. Meanwhile, FP-Age is a CNN-based model
with additional layers of an attention module [36]. The
attention module is used to assign greater importance
to facial attributes considered relevant, enabling the
model to focus more effectively on these attributes. In
previous research, the Rol-Tanh Polar Wrap has been
used as the preprocessing method [37]. However, this

() BatchNormalization

' MaxPooling2D ' DropOut @ Flatten

 Dense

method requires heavy computational power, which
reduces the frame rate and poses a problem for real-
time detection. In this research, the Rol-Tanh Polar
Wrap is replaced with YOLO-X and arctangent face
alignment. The output of FP-Age is the prediction of
the actual age, which is then grouped into five age
categories (3-9, 10-19, 20-39, 40-59, > 59). Since
individuals of similar ages often share advertising inter-
ests, age grouping is applied. Moreover, this approach
also increases detection accuracy.

E. SAVER Board Prototype

The SAVER Board Prototype employs a webcam to
capture images, a CPU to run detection, and a monitor
to display advertisements. In real-world applications,
there may be groups of people with different age
groups and genders. People need time to read the ad-
vertisement. The effective duration of an advertisement
is approximately five to six seconds [38]. Therefore,
researchers apply at least five-second intervals before
advertisements change. It is implemented using multi-
threading, as shown in Fig. 4. When the system detects
a face, two threads are run simultaneously. The first
thread detects age and gender and stores the results in
lists, while the second thread starts a five-second timer.
After five seconds, the system selects the mode of age
group and gender from the lists, which determines the
advertisement displayed.

Furthermore, this method can increase the accuracy
of age and gender recognition, as the outputs of age
and gender are determined by the mode of age and
gender classification in the duration of five seconds.
The advertisements displayed follow the Advertise-
ment Decision Board in Table II. For instance, if the
system detects a male teenager, the SAVER Board
will display advertisements related to online games.
Furthermore, if the system detects adults with children
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Fig. 4. Advertisement thread flowchart.

TABLE 11
ADVERTISEMENT DECISION BOARD.

Children

Advertisement (3-9 years)

Teenagers
(10-19 years)

Youth
(20-39 years)

Adult
(40-59 years)

Senior
(>59 years)

F M F

M

F M F M F M

Doll

Robot

Fashion

Online Game
Cosmetics

Gym Membership
Handbag

Cars

Calcium Milk
Film

Real Estate
School Equipment
Family Holiday Package

v
v

SN
SN

or teenagers, family holiday package advertisements
will be displayed.

F. Evaluation Matrix

The face detection, age, and gender recognition
models are compared using Precision, Recall, F1-
Score, and Accuracy metrics (Egs. (2)—(5)). True Posi-
tive, True Negative, False Positive, False Negative, and
Total Samples are represented as TP, TN, FP, FN, and
TS, respectively. Since the dataset used is significantly
unbalanced, accuracy alone can be misleading. With
accuracy, a model may seem to achieve high accuracy
while entirely failing to detect the minority class.
Therefore, the researchers rely on F1-Score, which is
the harmonic mean of precision and recall, to a more
balanced performance on the minority class [39].

Accuracy = (TP +TN)/TS, ()

Precision = TP/(TP + FP),
Recall = TP/(TP + FN),

(Precision * Recall)

(Precision + Recall)

3)
“4)

®)

F1-Score = 2 x

III. RESULTS AND DISCUSSION

In this section, the performance of face detection,
face alignment, and face recognition is evaluated and
compared to determine the best model for the SAVER
board prototype. All models are trained and tested
on a server with an Intel CPU, an NVIDIA GeForce
GTX 1050 Ti GPU and 16 GB of RAM. By reporting
results on this hardware, the experiments approximate
the performance constraint that the SAVER board may
face in a real-world scenario.
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TABLE III
YOLO-X PERFORMANCE IN DETECTING MASKED AND
NORMAL FACES.

Accuracy  Precision  Recall ~ F1-Score  Average Inference
(%) (%) (%) (%) Time (ms)
93.9 99.6 88.1 93.5 302
j No Mask 1192 4
=
O Mask 141 1047
<
No
Mask Mask
PREDICTION

Fig. 5. Confusion matrix of YOLO-X detection.

A. Face Detection

The training procedure follows the previous re-
search [25] but is retrained using a larger dataset, as
stated previously. Based on the performance results in
Table III and the confusion matrix in Fig. 5, YOLO-X
can detect faces with and without masks, with 93.9%
accuracy. The average inference time to detect a face is
302 milliseconds. Moreover, the landmark loss for the
model is 0.102. These results indicate that the model
maintains high detection accuracy even in detecting
faces without masks, which are known to degrade per-
formance in face detection. The inference time of 302
ms demonstrates that YOLO-X is efficient enough for
near real-time time application. A low landmark loss
further suggests that the model is accurately localising
key facial points, which is critical for downstream
tasks, such as alignment and recognition. Overall,
YOLO-X is a promising candidate for deployment on
the SAVER board.

B. Face Alignment

An example of face alignment is shown in Fig. 6.
If more than one face is detected in a picture, the
system will crop each face and align it separately.
The significance of face alignment is also evaluated by
comparing the detection performance with and without
face alignment. The parameters assessed are inference
time and the accuracy of detecting age and gender for
10 different subjects with obliquely angled faces. The
result is considered a failure if the system incorrectly
detects age or gender.

The researchers also conduct a test to determine
how significant the face alignment is in detecting age

Fig. 6. Face alignment results.

TABLE IV
DETECTION PERFORMANCE WITH AND WITHOUT FACE
ALIGNMENT.
. Accuracy  Average Inference
Condition (%) Time (ms)
With Face Alignment 80 102.7
Without Face Alignment 60 103.2

and gender from face images. Here, the researchers
test it using 20 different images with multiple faces
to determine their age and gender. The accuracy of
the age and gender detection is calculated for all the
faces in the images. Then, the researchers compare the
accuracy and also the average inference time for all
the faces when it is aligned and not aligned. Out of 20
different tests, the system with face alignment performs
better, as shown in Table IV. It is because the model
is trained using aligned pictures. Hence, it can detect
age and gender more accurately. There is no significant
difference in detection time between with or without
face alignment.

C. Gender Recognition

The evaluation and retraining of the gender recogni-
tion are based on ResNet-34 and SmallerVGGNet. The
confusion matrix in Fig. 7 shows the gender detection
results for both unmasked and masked faces with
ResNet-34. The pre-trained ResNet-34 model is trained
on a dataset comprising more than 100,000 faces,
with a balanced representation of faces across classes.
The average inference time for detecting gender using
ResNet-34 is 25.21 ms for unmasked faces and 26.07
ms for masked faces.
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Fig. 7. Confusion matrix using ResNet-34.
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(a) Unmasked Face

Fig. 8. Confusion matrix using SmallerVGGNet.

(b) Masked Face

TABLE V

COMPARISON RESULTS OF GENDER DETECTION MODEL.

. MALE 814 167
5
% | FEMALE 16 950
MALE FEMALE
PREDICTION
(b) Masked Face
MALE 044 56
:
S| FEMALE | 512 488
MALE FEMALE
PREDICTION

Aleorithm Accuracy  Precision  Recall =~ F1-Score  Average Inference
¢ (%) (%) (%) (%) Time (ms)
Gender Detection for Unmasked Face
SmallerVGGNet 78.1 96.9 58.1 72.6 331
ResNet-34 98.0 96.9 99.0 97.9 25.21

Gender Detection for Masked Face
SmallerVGGNet 71.6 89.79 48.8 63.2 3.25
ResNet-34 90.6 85.00 98.3 91.2 26.06

Meanwhile, for SmallerVGGNet, training requires
an average of five minutes per epoch, with a total of
100 epochs. Figure 8 shows that the model is more
likely to predict faces as male rather than female
for both masked and unmasked faces, as indicated
by the number of False Negatives. This bias results
from the imbalanced dataset used for retraining, which
contains more male faces than female. The inference
time is 3.31 milliseconds for unmasked faces and 3.25
milliseconds for masked faces.

D. Gender Detection Model Comparison

Based on Table V, ResNet-34 achieves better Ac-
curacy, Recall, and F1-Score compared to the Small-

erVGGNet model, with differences of 19.9%, 40.9%,
and 25.3% for unmasked faces and 19.0%, 49.5%, and
28.0% for masked faces, respectively. On the other
hand, SmallerVGGNet can detect faces approximately
eight times faster than ResNet-34. It is because Small-
erVGGNet has more than 2.5 times fewer parameters
in total compared to ResNet-34. The number of pa-
rameters also impacts the performance of detection, as
more parameters result in more trainable layers. The
dataset used to train the pre-trained ResNet-34 model
is also larger than that used for SmallerVGGNet, with
faces distributed equally in each class.

According to Table V, a masked face significantly
affects both gender detection models. The bold number
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ResNet-34 HeatMap for Unmasked Face
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Predicted labels

(a) Unmasked Face

Fig. 9. Heatmap using ResNet-34.

shows the best performance model for the metrics.
On average, ResNet-34 performs 6.78% worse when
detecting a masked face compared to an unmasked
face. Moreover, the performance of SmallerVGGNet
decreases by an average of 13.68% when applied to
masked faces. Then, the inference time for detecting
masked and unmasked faces has an insignificant dif-
ference. The downside of using the ResNet-34 model
is that it requires more resources to perform the pre-
processing method and prepare the model. Although
SmallerVGGNet is faster for gender detection, ResNet-
34 shows superior performance in the gender detec-
tion model for the SAVER Board due to its higher
Accuracy, Recall, and F1-Score. An average of 25.64
milliseconds is still acceptable for real-time detection,
which typically takes around 6—7 seconds.

E. Age Recognition

The models evaluated for age recognition are
ResNet-34 and FP-Age. Both models are tested on
masked and unmasked face images across several age
groups. ResNet-34 can determine the age group for
both masked and unmasked faces, with accuracies of
75.6% and 64.0%, respectively. As shown in Fig. 9a,
the model classifies 34% of teenagers into the youth
age group. Misclassification mainly occurs for faces
aged 17 to 19 years old, which are close to the
age group threshold. Moreover, some male teenagers
already have dense facial hair, a feature typically asso-
ciated with older age groups. In age recognition with
a masked face (Fig. 9b), the model’s accuracy drops
by 7.4%, since significant facial features, including

ResNet-34 HeatMap for Masked Face

Children(3-9) 0.57 0.11 0.30 0.01 0.00 -
Teenagers(10-19) 0.04 0.25 0.71 0.01 0.00
06
0
2
) Youth(20-39) 0.00 0.04 0.91 0.05 0.00
Adults(40-59) 0.00 0.02 0.59 0.37 0.01
02
Elderly(>59) 0.01 0.02 0.18
—to0
o o o)
& o N
& & )
N &&* &
<&
Predicted labels
(b) Masked Face

lower facial hair, are covered by the mask. The average
detection time for age recognition using ResNet-34 is
25.54 ms for unmasked faces and 27.07 ms for masked
faces.

Then, the average inference time for age recognition
using FP-Age is 432 ms for unmasked faces and 436
ms for masked faces, with weighted average accuracies
of 72.1% and 60.5%, respectively. Figure 10 shows
that the model struggles to classify children’s faces,
as they tend to be classified into the teenager age
group. It occurs because the pre-trained model uses
only a small number of children’s faces for training.
When the face is masked, the model’s accuracy drops
by a substantial 11.6%. It is because the attention
module of FP-Age relies heavily on the nose and mouth
coordinates, which are covered by masks [36].

F. Age Detection Performance Comparison

The age recognition model with the best Accuracy,
Precision, Recall, and F1-Score is ResNet-34, as shown
in Table VI (the best score of each metric is presented
in bold). The pre-trained ResNet-34 model used in the
research is trained on more than 100,000 faces with an
equally distributed number of samples in each class.
Due to the limited dataset available, FP-Age cannot
compete with ResNet-34. FP-Age also has the longest
inference time for detecting age groups, because it
predicts the actual age first, which requires passing
through numerous layers. It is clear that masks affect
age detection, with an average performance decrease
of 8.83% and 6.75% for ResNet-34 and FP-Age, re-
spectively. Based on the result, the researchers choose
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Fig. 10. Heatmap using FP-Age.
TABLE VI

COMPARISON RESULTS OF AGE DETECTION MODEL.

Aleorithm Accuracy  Precision  Recall ~ FI-Score  Average Inference
g (%) (%) (%) (%) Time (ms)
Age Detection for Unmasked Face
ResNet-34 75.9 78.0 75.9 76.52 25.21
FP-Age 72.1 78.4 72.1 74.60 432

Age Detection for Masked Face
ResNet-34 64.0 754 64.0 67.6 25.21
FP-Age 60.5 80.9 60.5 68.3 436

ResNet-34 as the age recognition model for SAVER
Board. The model achieves the best performance in
terms of Accuracy, Precision, Recall, and F1-Score, as
well as the fastest average inference time.

G. Prototype Testing

The SAVER Board prototype was tested using 224
scenarios. A condition is considered correct if the
system displays the appropriate advertisement, in other
words, if it correctly classifies both the user’s age and
gender. The testing dataset consists of 30 videos, 23
real-time demos (with actual people), and 171 real-
time demos using printed faces. The scenarios include
60% male and 40% female subjects, with 35% wearing
masks and 65% without masks.

Figure 11 shows the system’s detection results for
the entire evaluation. By using a multithreading method
and the ResNet-34 model, the system achieves 68%
accuracy in detecting 13 different classes with an
inference time of 50 ms. The system demonstrates ac-
curate detection across all test cases. This performance
suggests that while the model can handle multi-class

classification efficiently, it is also able to maintain low
latency suitable for real-time applications. However,
the age recognition task remains a more challenging
problem due to the small intra-class differences and
overlapping facial features among adjacent age ranges.
Misclassification in age groups is likely caused by
dataset imbalance and the difficulty of learning caused
by the similarity of features for similar age brackets.
Nevertheless, the fast inference time highlights the
potential for on-device deployment.

Then, Fig. Al in Appendix illustrates various sce-
narios that are captured by the SAVER Board. Each
picture shows the webcam camera on the left and its
corresponding advertisement on the right. For eval-
uation purposes, each detected faces are annotated
with its bounding box (border with red line), and the
five facial landmarks are marked. Additionally, the
confidence of the age and gender detection is displayed
on the top left. This result allows the researchers to
evaluate the performance of the system in detecting
facial landmarks and recognizing the audience’s age
and gender in a real-world scenario.
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Fig. 11. Heatmap of prototype testing.

IV. CONCLUSION

The research addresses the challenge of delivering
personalized advertisement systems in public spaces
using real-time demographic recognition, especially
under masked conditions. The advertisement system
first captures the user’s picture in front of the board.
Then, the picture goes through the YOLO-X model
for face detection. Once faces are detected, they are
cropped based on their bounding boxes and then
aligned. The aligned faces then go through the age
and gender recognition model, which classifies the
faces into age groups and genders. The age and gender
combinations then determine the advertisement the
board will display. The research contributes to the field
of computer vision by integrating YOLO-X and CNN
for masked and unmasked face recognition in a smart
advertising system. The system achieves 68% accuracy
in displaying 13 different types of advertisements.

The findings demonstrate that ResNet-34 is the most
effective CNN model for age and gender recognition
under both masked and unmasked conditions, support-
ing the feasibility of the SAVER Board system in
real-time public applications. The results highlight that
balancing the model complexity and inference speed
is critical for real world deployment, especially when
running on resource constrained embedded hardware.

For future development, face spoofing prevention has
the potential to transform public advertising by making
it more adaptive, responsive, and user aware.

The research faces several limitations. First, the
datasets are primarily composed of non-Asian ethnic-
ities, resulting in a lack of representation of Asian
facial attributes. This underrepresentation contributes
to biased outputs and less reliable demographic profil-
ing. Using more diverse and ethical datasets for train-
ing will improve system performance. Second, tech-
nological constraints also affect system performance
and reliability. The system often captures blurred or
unclear images, reducing the model’s ability to recog-
nize audience age and gender accurately. Incorporating
infrared imaging for low-light detection can increase
the system’s reliability in such conditions.
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