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Abstract—Research on Automatic Short Answer Grad-
ing (ASAG) has shown promising results in recent years.
However, several important research gaps remain. Based
on the literature review, the researchers identify two
critical issues. First, the majority of ASAG models are
trained and tested on responses to the same prompt which
raises concerns about their robustness accross different
prompts. Second, many existing approaches typically
treat grading task as a binary classification problem¢
The research aims to bridge these gaps by developing an
ASAG system that closely reflects real-world assessment
scenarios through multiclass classification appreach and
cross-prompt evaluation. It is implemented by training
the proposed models on 1,505 responses across 9. prompts
and testing on 175 responses from 3 distinct prompts.
The grading task is addressed using regression)and
classification techniques, including Linear | Regression,
Logistic Regression, Extreme Gradient Boeosting (Xg-
Boost), Adaptive Boosting (AdaBoost), and K-Nearest
Neighbors (as a baseline). The grades are categorized into
five classes that are représented by grade A to E. Both
manual and algorithmic data augmentation techniques,
including Syntactic Minority. Oversampling Technique
(SMOTE), are eniployed,to_address class imbalance in
the sample data. Across multiple testing scenarios, all five
models demonstrate consistent performance, with Linear
Regression outperforming others. During the validation
process, it achieves‘a high aceuracy of 0.93, indicating its
ability to correctly classify the responses. In the testing
phase, it achieves a weighted F1-Score of 0.79, a macro-
averaged F1-Score of 0.75, and an RMSE of 0.45. The
results suggest relatively low prediction error.

Index Terms—Cross-Prompt, Automatic Short Answer
Grading (ASAG), Prompt-Specific

I. INTRODUCTION

&‘ UTOMATIC Short Answer Grading (ASAQG) is
often mistakenly equated with Automatic Essay
Scoring (AES), which pertains to another field of
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research area [1]./ While hey“ate closely related, they
differ in several aspects. The differences lie not only
in their al@erithimic tasks, buf also in the techniques
applied/which depend on“the question types as well
as the responSe length: The task of ASAG’s algorithm
is{to assess short natural language responses to ob-
jective qquestiOnsglising computational methods [2]. It
is typically by matching it with a related reference
model [3].#/Meanwhile, AES system has a task of
applyingdautomation algorithms to evaluate the quality
of written essay responses without the intervention
Ofpayrhuman grader [4]. The ASAG for question type
is objective or closed-ended. It requires answers that
describe facts and statements, typically ranging from a
single phrase to a paragraph in length [2]. Conversely,
AES for question is subjective. It demands responses
that present opinion or reasoning, ranging from two
paragraphs to several pages in length [1].

Research on ASAG has progressed significantly,
and numerous solutions have been proposed. However,
there are still research gaps that need to be addressed.
Firstly, the majority of ASAG systems are developed
under the assumption of grading responses to the same
question (i.e., prompt) during the training process [5—
7]. This setup is vastly different from real-world sce-
narios, where ASAG is expected to grade responses
to entirely new prompts or questions that are not part
of the training data. Secondly, ASAG systems often
treat the grading task as a binary classification [5-
9]. In other words, they assign a holistic score to
responses, using two scoring categories, i.e., 0 for
incorrect or unsatisfactory and 1 for correct or satisfac-
tory. Again, the setting is far from the real education
system, where scores are often given in the range
of R[0,5], R[0,10], R[0,4] or even R[0,100]. Thirdly,
when ASAG is treated as a multi-class classification,
ensuring a fair distribution of data samples across
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each class is crucial. However, this setup is rarely
found when dataset is acquired from a real-world case,
often resulting in imbalanced data samples. The imbal-
anced data may severely degrade the performance of
a standard classification model. It means that the prior
probabilities of different classes vary significantly [10],
causing the classifier to make biased decisions or
predictions that favor the majority class, the one with
the highest number of samples [11].

The research aims to solve the aforementioned
problems for an ASAG system with an Indonesian
prompt-response dataset. The main challenge lies in
how to design ASAG system that closely reflects the
real-world scenario. To address this challenge, the
researchers propose a two-tier ASAG system. The
tasks of the first tier are to measure the similarity
between responses or student answers (SA) and their
reference or teacher answer (TA) and to extract some
features representing both SA and TA. The second tier
deals with the grading task by applying classification
and regression approaches. The researchers propose a
cross-prompt model to be applied during the training
and testing phases. Meanwhile, to address the problem
of imbalanced data, the researchers propose using
repeated Syntactic Minority Oversampling Technique
(SMOTE).

A. Related works

Previous research identifies three key dimensions
of natural language question types whiCh separate
short answer question from fill-in-the<gap and gssay
questions, such as length, focus, and opennéss [2].
The length of short answer questions ranges from
a phrase to a paragraph. The ‘“marking technique, for
short answer questions focuses on the content of the
answer, which aligns student’s responses with expert’s
model [2, 12]. This means that“ASAG requires a
reference answer to determine eorrectness or adequacy
of responses [13]. Thus, a part“of, ASAG’s tasks falls
within textual similarity area,which is applicable also
to text retrieval [14]. In contrast; the grading techniques
of AES systems focus on metrics that broadly correlate
with writing style [2] and concepts [1].

For the third dimension concerning the openness of
question, ASAG systems require answers to objective
questions or close-ended one, expressing facts and
statements [2], definitions of given terms [12, 15],
or description on specific events or given circum-
stances [8]. An ASAG system should be also capable
of accommodating the semi open-ended question that
requires learners to list specific facts and express their
subjective opinions based on a specific context” [9].
Both close-ended and semi-open ended questions re-
quiring answers in natural language are regarded as

a valid technique for assessing higher order learning
process [1]. It is because their answers need to recall
the external knowledge of learners [2].

Some ASAG systems are designed with two main
modules [12, 16], but many consist of only a single
module [7, 15, 17] to effectively grade student re-
sponses for the aforementioned question types. Most
single-module ASAG systems directly use similar-
ity scores to grade student responses [17], while
two-module ASAG systems separate the scoring task
from model training into distinct modules. Some
ASAG systems construct textual features by applying
BERT [8], Continuous Bag of Words (CBOW) [9],
and Word2Vec [12] or by building semantic networks
using word graphs [16]. Thegmost popular similarity
metric used is cosine similarity [7, 12, 15, 17, 18].
As for the scoring task, some@ASAG systems use
classification approaches,“such as SVM [9, 16] or
Naive Bayes anddDecision Tree [9], #hile others make
use of regression modelsy, such™as Logistic Regres-
sion [9] and Bayesiafi Linear Ridge Regression [19]. A
distinct gfiethod is proposed/It highlights explainability
of ASAG outeomes{byg€ombining transformer-based
classifier, Scientific Bidirectional Encoder Representa-
tions from Transfofmers (SciBERT), with explainable
SHapley “Additive exPlanations (SHAP) module or In-
tegrated Gradients to generate language explainability
foreachypsediction [20]. Meanwhile, Funayama et al.
have used keyphrases that answers should contain to
increase scores [21].

For grading techniques, most ASAG systems focus
on prompt-specific scoring. The term “prompt”, bor-
rowed from the AES field, refers to questions presented
in a test. They define a writing instruction or topic [22].
A prompt-specific model segments their dataset into n
subsets based on the number of prompts [4]. It trains
and tests an AES model on each subset, resulting in n-
prompt specific models for n-question prompts [4, 5,
8]. In contrast, the cross-prompt models are trained on
non-target prompts [22, 23]. For example, the prompt-
response pairs are not included in the testing data.
These models should be able to predict the holistic
or overall scores for target-prompt responses [23].

II. RESEARCH METHOD

In this research, the researchers propose a two-
tier ASAG system: Textual Similarity and Feature
Engineering (TSFE) and a scoring module. From this
point onward, the first module is referred to as textual
similarity module or TSFE for short. The scoring
task is performed through regression and classification
approaches as shown in Fig. 1.

Figure 1 displays that the ASAG model receives
three inputs which are prompts or questions: teacher
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Fig. 1. The architecture of the proposed system. It has Linear
Regression (LrR), Logistic Regression (LcR), Adaptive Boosting
(AdaBoost), Extreme Gradient Boosting (XgBoost), and k-Nearest
Neigbor (k-NN).

answer (TA), and student answer (SA). These inputs
are structured into data pairs, wherein each prompt
leads to a data identifier or ID. In this configufation, a
single prompt functions as the key, with its'associated
values comprising of one teacher answer key (TA) and
a corresponding set of student response (SA). The,task
of TSFE module is to extract the features through‘two
steps, such as. comparing the textual similarity and the
content features of the data pairs. Thegcoring module
conducts the grading by applying some tegression and
classification models.

A. Data Acquisition

The data in“the research are acquired manually
by collecting and< selecting pairs of questions and
their respective responses from courses taught by re-
searchers. Additionally, the data pairs are derived from
the examinations conducted at a high school located in
East Java, Indonesia. Some requirements for selecting
pairs of questions and their respective responses as
dataset are as follows:

1) The questions are the closed-ended or semi-open-
ended type, with predetermined answers. How-
ever, the responses are expressed in natural lan-
guage as opposed to a multiple choice or true-false
questions,

2) The responses should reflect students’ recall of
their knowledge, particularly in relation to defi-
nition, explanation, or description on factual in-

TABLE I
THE CONVERTED RANGE OF GRADES AND LABELS.

Items 1 2 3 4 5
Ranges 040 4.1-549 55-70 7.1-849 85-10
Labels E D C B A

formation or narration of events within specific
contexts,

3) The question-response pairs should be available
in a digital format, be evaluated, and include TA
as a response reference,

4) The total number of responses per question should
be more than 30, otherwise they are discarded,

5) The graded g®sponses should have meta-
information, Such as_grade range and maximum
points.

Since thé'dataset is compiled from different courses
and instructors, it exhibifs variability in both range
and distribution of grades, which affect the prediction
petformance of the classifiers. To address this issue,
the grade ramgesq#(0—4, 0-10, 0-12, and 0-100) are
first Miormalized to a common scale of 0-10. This
cofiversion i§ performed manually using equations in
Microsoft{Excel. Subsequently, the normalized grades
are classified into five categories—A, B, C, D, and E—
which serve as the corresponding data labels. This
grading method reflects the actual system used in
the department, where final grades are assigned using
letters A-E, converted from numerical scores [24].
Table I shows the numerical grade ranges and their
corresponding letter grades, which serve as class labels.

Next, two types of data augmentation are applied:
the manual and the algorithmic ones. The manual
data augmentation process aims to provide a minimum
representation of five natural samples in each category,
facilitating the effective implementation of algorithmic
augmentation. This approach addresses the issue of
data imbalance that certain classes either lack samples
entirely or exhibit significant disparities in sample
quantity as shown in Table II. To achieve this, three
teaching assistants are employed to generate natural
responses containing intentional errors corresponding
to the grade categories with an insufficient number
of samples. Given their prior experience with grading,
they are well-qualified to replicate responses that align
with the characteristics of various grading levels. To
support the development of a cross-prompt ASAG
model, the dataset is partitioned according to prompt
identifiers (ID) and their corresponding TA-SA pairs.
The prompts identified with IDO1-ID03 are used as
testing data, while prompts with ID04-ID12 serve as
training data. This approach contrasts with prompt-
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TABLE II
EXAMPLES OF DATASET STATISTICS BEFORE AND AFTER MANUAL AUGMENTATION.

Grade  Condition ID04  IDO5 D12
A Before 4 0 0
After 5 5 5
B Before 2 3 7
After 5 5 7
c Before 0 0 13
After 5 5 15
D Before 12 5 2
After 12 5 5
E Before 5 22 0
After 5 22 5

An Example of dataset comprising 1 prompt and a set of TA and SAs

PID Prompt
apakah yang disebut dengan
03 |"mounting” sebuah partisi atau

volume?

what is meant by "mounting” a partition
or volume?

contents.

Teacher's Answer Keys (TA)

memasangkan sebuah storage volume (partisi) ke
sebuah node yang dapat diakses pada sebuah
sistem komputer. Filesystem akan dibaca oleh
sistem operasi untuk mengetahui informasi dan isi
mengenail volume tersebut.

Attaching a storage volume (partition) to a node
so that it can be accessed by a computer system.
The operating system reads the filesystem to
obtain information about the volume and its

Student Answers (SA) / Responses

perintah yang diglpakanuntuk membuka sebuah device
yang akan digdnakan.
a command u§ed to accesS OFiNitialize a device for use

prosessmengkaitkan sebuah sigiem berkas yang
baruditemukan padasebuahfpiranti ke struktur
direktori utamayang sedang dipakai.

he progeSSOFalldching a newly detected filesystem
anagdevice to thel@urrently used main directory
strucClure.

mountin@gymerdpakan tindakan mengasosiasikan
storage dewvice (flashdisk, HDD,CDROM dll) ke lokasi
tertentu pada directory tree linux (dibawah root
directary /), hal ini perlu dilakukan karena Linux
hamya mempunyai satu directory tree dengan induk
atau root directory yang diberi simbol slash atau
\garis miring.

Mounting is the act of associating a storage device
(such as a flash drive, HDD, CD-ROM, etc.) with a
specific location in the Linux directory tree (under the
root directory /). This step is necessary because
Linux has only one directory tree, with a single parenf]
or root directory represented by a slash (/).

Fig. 2. An example of testing data.

specific ASAG models, which split the responses (SA)
of a prompt into separate traininggand testing data. An
example of testing data consisting a tripple of prompt-
TA-SA is shown by Figy 2.

B. Data Preprocessing

The dataset preprocessing is implemented through
a method called preprocessing() which defines text
normalization processes such as case folding, stopword
elimination, and others. Case folding is performed by
applying lower() function to convert all texts to low-
ercase, followed by punctuation removal using Regular
Expression (RegEx). The next step is tokenization
which utilizes word_tokenize() function from Natural
Language ToolKit (NLTK) library. Like tokenization,
the stopword removal is performed with Sastrawi stop-
words which is provided by NLTK. Its stopword list
comprises 758 distinct words. The normalized text,
initially represented as a list, is then concatenated into

a single string. Finally, the preprocessing() method
outputs two strings: normalized text without stopword
and normalized text with stopwords.

C. The Textual Similarity and Feature Engineering
(TSFE) Module

As mentioned earlier, the task of TSFE module is
to measure content similarity between each TA and its
corresponding SA. In addition, it extracts textual fea-
tures: the Type-Token Ratio (TTR) and token counts.
The similarity score is treated as one of the features
for scoring, alongside the TTR and token count.

The similarity between each TA-SA pair is
computed first using a custom-defined function,
tfidf _weighting(), which generates term vectors
based on Term Frequency — Inverse Document Fre-
quency (TF-IDF) weighting. In contrast to the con-
ventional approach in the field of Information Re-
trieval (IR), where TF-IDF is computed across the
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entire document corpus, the research computes TF-
IDF values individually for each prompt—-TA—SA pairs.
Consequently, the TF-IDF calculation is performed
iteratively for each prompt. This design choice is
based on the assumption that scoring SAs within an
ASAG system is independent of SAs associated with
different prompts. Therefore, an SA’s relevant corpus
is the prompt-TA-SA pair in which it belongs. In other
words, the semantic content of an SA is more closely
related to its associated TA and the other SAs under
the same prompt than to TA-SA pairs from different
prompts.

Following the computation of TF-IDF vector, the
similarity between TA and each SA is measured using
Cosine Similarity, which is implemented through a
custom-defined function, get_cossim(). This function
utilizes Cosine Similarity metric provided by the scikit-
learn library. Its computation is based on the Eq. (1).
To ensure consistency with the TF-IDF computation,
the Cosine Similarity is calculated through a two-level
iterative process. The first iteration corresponds to the
number of distinct prompts, while the second iteration
is performed for each SA within a given prompt. The
ta refers to teacher’s reference, and sa denotes the
individual response or student answer. The V' refers
to the number of similar tokens in ta and sawhile @
stands for the index of each similar token.

V| —
Zl:‘l ta; * sa,

oS, iy

The TTR is calculated by dividing the number of
unique words (type) by the total number of words
(token). The TTR servesfas an indicator 6f vocabulary
richness, reflecting the extentto which variety of words
are used rather than relying omythe frequent repetition
of the same words: The tokémeount,indicates the length
of SA. All features“along with the prompt ID, TA,
SA, grade range,hand their labels are then formulated
in a data frame anddsavediin CSV file format, which
constitutes the output'of the TSFE module.

cos(g,@) = (1)

D. Scoring Module

The research perceives that the regression and en-
semble classifiers can yield optimal predictive perfor-
mance in scoring the SAs associated with the short
answer prompts. For this reason, the research turns
to Linear Regression, Logistic Regression, AdaBoost,
XgBoost, and k-Nearest Neigbor. These five models
are built in the following steps:

1) Importing the aforementioned models from
linear_model package for Linear Regression and
Logistic Regression, xgboost for XGBClassifier,

ensemble package for AdaBoost, and neighbors
fork-Nearest Neigbor,

2) Creating an object for each model,

3) Initializing each object as calling the training and
testing functions.

Prior to model training, the features generated by
the TFSE module are normalized using the MinMax
scaler. Feature normalization is a crucial process, as the
feature values vary significantly in scale. For instance,
Cosine Similarity values range from O to 1, whereas
token counts span from 10 to 200. With MinMaxScaler,
the values of each feature are converted into a scale of
0.0-1.0.

Data augmentation is conducted in two distinct
stages. The manual augientation is carried out during
the preprocessing phase, whereas algorithmic augmen-
tation is applied immedidtely ptior to model training.
For the algorithmic data augmentation, the research ap-
plies SMOTE which has,proven to be a robust method
for addressing amoisy,imbalanced data problem [10]. It
is reportedsthat SMOTE creates syntactic new samples
of 'a minority classt by using interpolation between
minorit classi§amples’ neighborhood [24].

Unlike preyious studies [10, 19], the research applies
SMOTE repetitively for each class within the prompt-
TA=SA gpairs. It is conducted in two iterations. The
innermost iteration is defined based on the number
of 'elasses corresponding to the five distinct grade
categories. In contrast, the outer iteration is structured
around the number of prompt IDs. The SMOTE pro-
cess is applied exclusively to the training data, as SAs
in the testing set come from different prompts. Prior
to the application of SMOTE, the training set contains
642 SAs. This number increases to 1,505 following the
oversampling process.

The model training is conducted using fit()
function. An exception is made for the AdaBoost
model, which requires normalization of the tar-
get labels (Y _train). It is accomplished using the
LabelEncoder() function from the preprocessing
module of the scikit-learn library. To support a cross-
prompt ASAG system, each model is sequentially
trained on every prompt-TA-SA pair enabling a single
model to learn across n different prompts. In contrast,
the prompt-specific ASAG system trains each prompt
separately, resulting in n-models. The n denotes the
number of prompts in the training data. Figure 3
displays the process of training and validating the
model.

E. Evaluation Matrices

To assess the performance of the proposed sys-
tem, three matrices are employed: Accuracy, F1-Score,
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Algorithm 1 Data Augmentation and Training
Require: prompts, TA,SAfeat, grades
Ensure: df = pd.DataFrame(prompts, TA, SAfeat, grades)
for prompts =1to N do
dataPerPrompt < df.query('promptID’)
augmentedData < SMOT E(dataPer Prompt)
trainedPrompt < model. TRAIN (augmentedData)
valScore « stratifiedk fold(trained Prompt)
end for

Fig. 3. Algorithm for data augmentation and training.

and Root Mean Square Error (RMSE). Accuracy is
used during the validation process, whereas F1-Score
and RMSE are applied in the testing phase. These
three metrices are implemented by importing the
classi fication_report() function provided by scikit-
learn library. Based on the confusion matrix, scikit-
learn computes F1 as shown by Eq. (2). Then, the
Macro-Averaged F1 (MAF) and Weighted-Averaged
F1 (WAF) scores for multiclass classification are
shown in Egs. (3) and (4), respectively. TP refers
to True Positive, FP denotes False Positive, and FN
corresponds to False Negative. The N refers to the
total number of classes, while Sp; indicates the support
proportion of classifier (support values). F1 metric is
a widely used performance measure that represefits
the harmonic means of Precision and Recall thatyis
also known as Sensitivity. MAF computes the, mean
of the F1 scores across all classes, treating each class
equally as displayed in Eq. 3. In contrast, WAF takes
into account the number of instances injeachf class,
represented by Sp;, making it well suited forevaluating
the performance of multi-clas§classifiers, espeeially
when class distributions are imbalanced. It explains
why F1 score is multiplied.to Sp; in Eg. (4).

2 [P
F1_2*TP+FP+FN’ 2)
S F1;
MAF =&
N 3
N
WAF =Y " F1; = Sp;. )
=1

The RMSE is employed due to its straightforward
interpretability as a measure of prediction error. It is
computed by taking the square root of the average of
the squared differences between predicted and actual
values as shown in Eq. 5.

N . ~e
— % TG

Here, N denotes the number of SAs, and y(i) is
actual score of SA, and y is the predicted score of

TABLE 1II
THE TRAINING DATASET BEFORE AND AFTER AUGMENTATION
USING SYNTHETIC MINORITY OVER-SAMPLING TECHNIQUE

(SMOTE).
PromptIDs  # Before  # After
IDPSJO04 32 60
IDPSJO05 42 110
IDPSJ06 44 110
IDPSJO7 40 65
IDPSJO08 112 315
IDPSJ09 103 240
IDPSJ10 114 205
IDPSJ11 120 325
IDPSJ12 35 75

SA. RMSE is widely used and preferable in regression
models due to its simple intérpretability [25]. Another
advantage of RMSE is that it is expressed in the same
units and scale as the ‘omigimal data| [25]. It allows
for more direct andgmeaningful comparisons between
predicted and gbserved values@iltzmiakes RMSE espe-
cially useful when evaluating model performance in
real-worlddapplications.

[Id."RESULTS AND DISCUSSION

To ‘reduce the grediction bias, the manually aug-
mented dataset presented in Table II is further
enhanced through algorithmic augmentation using
SMOTE technique. This approach facilitates a more
balanced distribution of samples across all classes.
Table III summarizes the training dataset statistics
per prompt. Prior to SMOTE, the number of SAs
per prompt ranges from 32 to 120. After SMOTE,
this range increases to 60 to 325. The training data
comprises 9 prompts, totaling in 1,505 SAs.

Since SMOTE generates synthetic samples in the
form of feature vectors, it is applied after preprocessing
and feature extraction, but before model training. Fol-
lowing a cross-prompt ASAG setup, SMOTE is applied
independently to each prompt. It means that within
each prompt, SMOTE is operated on samples of each
class, generating new samples based on nearest neigh-
bors within that class. For example, it considers the
prompt identified by the code IDPSJ04, as presented
in Table III. Before applying SMOTE, this prompt
has a total of 32 data samples, indicating an imbal-
anced distribution of samples across the five classes.
However, the total number of samples increased to 60
after SMOTE (12 samples x 5 classes), ensuring equal
representation across all classes.

A. Validation Process

To evaluate the training process, a stratified 2-
fold cross-validation technique is implemented with
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a ratio of 70% to 30% training-testing split. Accu-
racy is used as the evaluation metric. The SA for
validation is derived from the same prompts as in
training. During validation process, various SMOTE
variants —Adaptive Synthetic Sampling (ADASYN),
SMOTETomek, SVMSMOTE, and KMeans-SMOTE-
are tested. However, they perform significantly worse
compared to basic SMOTE. Consequently, only basic
SMOTE is applied for augmenting data.

Figure 4 illustrates the performance of various mod-
els in terms of validation accuracy. Notably, Linear
Regression achieves the highest validation accuracy
of 0.93 when trained without applying SMOTE. The
result indicates that it performs very well even with
the imbalanced data. However, after applying SMOTE,
the validation accuracy of Linear Regression slightly
decreases to 0.92. This decrease is minor and statis-
tically insignificant, suggesting that SMOTE does not
substantially impact performance of Linear Regression
positively or negatively. It also implies that Linear
Regression may be relatively robust to class imbalance
in this particular setting.

Similar to Linear Regression model, the prediction
performance of AdaBoost model during validation i§
not significantly affected by the application of SMOTE.
Its validation accuracy decreases by only 0.02; indix
cating a slight and negligible decline. ThedXGBoost
model, which shows the lowest performance among
the tested models, is similarly unaffected,by SMOTE.
It indicates that oversampling has itnimal \impactyon
its validation accuracy

Unlike Linear Regression, AdaBoestgand XGBoost,
SMOTE significantly improves the performance of k-
Nearest Neighbor and Tegistic Regression. Without
SMOTE, k-Nearest Neighbon,and Logistic Regression
achieve validatioppaecuracies 0f0.65 and 0.60, respec-
tively. After applying SMOTE; their accuracies rise
notably to 0.79yfor ksNearest Neighbor and 0.73 for
Logistic Regression, highlighting their sensitivity to
class imbalance.

B. Testing Process

To support cross-prompt ASAG, the testing data,
comprising SAs, are derived from entirely differ-
ent prompts than those used during training, thereby
reflecting real-world scenarios where input prompts
and corresponding responses typically differ from the
training data. Accordingly, the research selects three
prompts from the subjects of Pendidikan Pancasila dan
Kewarganegaraan (PPKN), Operating Systems, and
Digital Humanities. The testing set comprises a total of
175 SAs. The statistics of the testing data are presented
in Table IV. Combined with the training data, the total
number of dataset consists of 1650 SAs.

TABLE IV
THE STATISTICS OF THE TESTING DATA.

PromptIDs  Subjects Question Category #Student
Answers
IDPSJO1 PPKN Descriptive 101
explanatory
IDPSJ02 Operating System Explanatory defini- 41
tion
IDPSJO3 Digital Humanities semi-open-ended, 33

explanatory,and
giving examples

As shown in Table IV, the SAs in the testing
data include both closed-ended and semi-open-ended
questions. A closed-ended example asks for the defi-
nition and elementsfof Digital Humanities, where the
expected answer closely matehes the TA. In contrast, a
semi-open-ended question asks for examples of Digital
Humanitiesgprojects and theirJURLs, leading to more
varied SAs. It poses a greatér challenge for the ASAG
system |to prediCt them accurately.

Unlike in validation, the model’s performances are
assessed usingythedf1-Score and RMSE. The F1-Score
captufes the balance between FP and FN, while RMSE
quantifies théraverage magnitude of prediction errors.
ForyF1-Score, the research computes MAF and WAF.
Theseyvmetrics are chosen to examine classification
accuracy as well as error magnitude. Observing consis-
tency in prediction tendencies across metrics indicates
the model’s reliability, regardless of the specific values
yielded by each metric. The experiment results using
MAF and WAF are presented in Table V. As shown
in Table V, Linear Regression achieves the highest
F1-Score with 0.75 for MAF and 0.79 for WAF.
Howeyver, these scores decline to 0.60 and 0.75, re-
spectively, after the application of SMOTE. Then, XG-
Boost demonstrates the poorest performance, with F1-
Scores below 0.1 for both MAF and WAF. In contrast,
SMOTE notably improves the performance of Logistic
Regression and k-Nearest Neighbors (k=3). The F1-
Score for the AdaBoost model remains unchanged with
SMOTE. These F1-Scores show a strong correlation
with the validation accuracy rates, suggesting that the
models not only perform well in the overall accuracy
in validation process but also maintain a good balance
between precision and recall during the testing. This
alignment indicates that the models deliver reliable and
consistent predictions, particularly in handling both
correct classifications and class imbalances effectively.

RMSE scores are observed with and without the
application of SMOTE to evaluate the impact of class
balancing on prediction error. Unlike MAF and WAF
scores, which are normalized between 0 and 1, RMSE
values can range from O to infinity (co), depending on
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Accuracy Rates during the Validation

Process

1 0.93

0.92
0.8
0.6
0.4
0.2
0

Linear Logistic XgBoost AdaBoost st
Regresssion Regression classifier bof(k=3)
e SVIOTE - e SVOTE

Fig. 4. The accuracy of model predictions during validation process.

TABLE V

MACRO-AVERAGED & WEIGHTED-

the magnitude and scale of the
A lower RMSE indicates_that the
are closer to the actual
fect accuracy. Conv
larger disparity betwe
signalling poorer model . Figure 5 presents
the RMSE values of five els in predicting SA
grades, comparing results with and without SMOTE.

Figure 5 shows that the best RMSE value is achieved
by Linear Regression with 0.45, followed by AdaBoost
(0.52). Logistic Regression and k-Nearest Neigbor
(k=3) yield RMSEs of 1.41 and 1.31, respectively.
Meanwhile, XGBoost exhibits the worst performance
by RMSE at 1.89. Using predictive error of k-Nearest
Neigbor as a baseline, only Logistic Regression and
XGBoost perform worse, while Linear Regression and
AdaBoost demonstrate improved predictive accuracy.
These RMSE values represent the models’ predictive
errors without the use of SMOTE. In contrast, applying
SMOTE leads to a reduction in RMSE and improved

predictive accuracy for three models: Logistic Regres-
sion, XGBoost, and k-Nearest Neighbor. Specifically,
their RMSE scores drop to 0.87, 1.53, and 0.82, respec-
tively. The results indicate a notable improvement in
prediction quality due to class balancing. Meanwhile,
the AdaBoost model shows no significant change in its
RMSE score. It suggests that its performance remains
largely unaffected by SMOTE.

Though RMSE values range from 0 to oo [26],
their effective upper bound can be inferred from the
maximum values in the observed testing data. In the
dataset, the normalized grades span from 0.00 to 10.00
and are classified into five categories (Table I), with an
inter-category difference of approximately 1.5 points.
Considering this difference point in conjunction with
the accuracy, MAF and WAF scores, the RMSE val-
ues obtained from the experiments can be interpreted
accordingly as follows:

1) RMSE values < 0.59 indicate high predictive
accuracy, effectively assigning predicted grades
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RMSE Scores
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Fig. 5. The Root Mean Square Error (RMSE) scores of five propo

within the same categorical grade
gold label,
2) An RMSE between 0.6 to

3) RMSE > 1.5 indicates a high

tions deviate substa
labels.

indicates tha
lied metrics and testing
ssion consistently achiev-

ble V). The Linear Regression model demonstrates
strong predictive performance, even without the need
for balanced data, highlighting its robustness to class
imbalance. This result is evidenced by its high accuracy
score of 0.93, along with a MAF of 0.79, a WAF of
0.85, and a low RMSE of 0.45. These metrics col-
lectively indicate that Linear Regression consistently
delivers accurate and reliable predictions across all
classes, making it one of the best-performing models
in the evaluation.

The XGBoost model demonstrates the weakest per-
formance across all testing scenarios, with an RMSE
of 1.89. However, the application of SMOTE leads to a

XGBOOST B T

K-NEAREST
EIGHBORS (K=3)

+ SMOTE

le improvement in its predictive performance.
ontrast, applying SMOTE results in a negligible
decline in the predictive performance of Linear Re-
gresion model. Overall, SMOTE tends to enhance the
predictive performance of models, such as AdaBoost,
Logistic Regression, and k-Nearest Neighbor. How-
ever, the performance of AdaBoost remains unaffected
by SMOTE.

The notably higher accuracy rates observed during
the validation process, compared to the corresponding
MAF and WAF scores during the testing phase, are
justifiable. This discrepancy can be attributed, in part,
to the overlapping between the validation and training
data, as SAs for validation process are derived from the
same prompts whose responses are partially included
in the training set. Furthermore, the testing phase
applies a cross-prompt approach, wherein the predicted
grades of SA (responses) originate from prompts not
encountered during training. As a result, the observed
MAF, WAF, and RMSE scores are more satisfactory
rather than very high. This result highlights the key
challenge inherent to cross-prompt ASAG.

IV. CONCLUSION

This study presents a two-tier cross-prompt ASAG
system designed to closely mirror real-world assess-
ment scenarios. The first tier involves TSFE, wherein
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the similarity between a prompt and SA is computed
and used as a feature, alongside TTR and SA length.
The second tier performs scoring using a classification-
based approach, experimenting with two regression and
three classification models. The SMOTE is applied to
address class imbalance.

The performance of the proposed system is eval-
uated using MAF, WAF, and RMSE, with and with-
out SMOTE application. Across multiple scenarios,
all five models demonstrate consistent performance,
with Linear Regression achieving the highest scores:
0.79 for WAF, 0.75 for MAF, and 0.45 for RMSE.
These scores are notably lower than accuracy score
of Linear Regression during validation, which reaches
0.93. This discrepancy arises because the validation
process is conducted using a prompt-specific design
— scoring SAs from known and trained prompts. In
contrast, the testing scenario of the research evaluates
the proposed system with entirely unknown prompts
and their corresponding responses (SA) to support a
cross-prompt ASAG system.

Based on evaluation results, the predictive perfor-
mance of the proposed system can be considered mod-
erate. This outcome is partly attributable to inherent
challenges associated with cross-prompt ASAG, some
of which remain unaddressed in the research. Notablyj
the correlation between a prompt and its corresponding
SA has not yet been explored. Future researchcan
focus on addressing these limitations particularly by
modelling prompt-response relationship and incorpo-
rating semantic similarity measures between TA and
SA. Future research can focus on addressingthése lim-
itations particularly by developing models thatexplic-
itly capture the relationship between teacher’s prompt
and student’s responses. Additionally, incorporating
semantic similarity measures,between them may lead
to increase predictive accuracy, especially in cases
where the teacher’s“promptsare not present in the
training dataset, which ishoften‘the case in real-world
scenarios.
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