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Abstract—The research aims to compare the
classification accuracy of Long Short-Term Memory
(LSTM) and Bidirectional LSTM (Bi-LSTM)
architectures in classifying Indonesian New Translation
Bible texts with Word2Vec embedding. The main
objective was to examine how these deep learning
models addressed complex and context-rich Indonesian
biblical text classification, particularly between Old
Testament and New Testament. The dataset used
during the analysis contained 31,102 labeled verses
with Word2Vec embedding calculated through <both
Continuous Bag of Words (CBOW)gand), Skip-Gram
methods. Furthermore, the models were evaluated based
on accuracy, precision, recall, andF1-score inetrics. The
results show Bi-LSTM performing bettef than LSTM
in all cases, with the best performanc¢e being 92.31%
when using SKkip-Gram embedding at ‘a wector size of
300 versus 91.94% by LSTM. The model“demonstrates
its ability to resolve semantic ambiguities in context-rich
texts, such as thegpBible. The research contributes to
the text classification discipline, through the provision
of empirical €vidence of the advantages of Bi-LSTM in
managing biblical, text processing as well as finding the
optimal model architectureymix with word embedding
methods. Additionally;, the™ analysis also shows that
future studies have “to explore other embeddings,
including GloVe (Global Vector) and FastText, or use
transformer-based models such as Bidirectional Encoder
Representations from Transformers (BERT) to improve
the classification accuracy.
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I INTRODUCTION

EXT classification, an essential task in Natural

Language, Processing (NLP), is widely used in
applications such as sentiment analysis and document
organizationd "This task has been significantly trans-
formed by Deep Learning (DL) models, particularly
those 'based on Neural Networks (NN), which are
capable of automatically extracting complex patterns
and semantic relationships from text. In line with the
discussion, Recurrent Neural Network (RNN), Long
Short-Term Memory (LSTM), and Bidirectional LSTM
(Bi-LSTM) have excellent performance in handling
sequential data, including text, due to their ability to
capture long-term dependencies as well as contextual
relationships.

Text classification in low-resource languages, such
as Indonesian, remains a challenging task despite the
advancements. Indonesian language, with its rich mor-
phology and contextual nuances, poses unique diffi-
culties for NLP tasks. The lack of annotated datasets
in Indonesian further complicates the development of
effective text classification models. The Indonesian
New Translation Bible, a holy book for Christians and
Catholics with a structured format and rich contextual
dependencies, serves as an ideal dataset for exploring
the challenges described in the research [1]. The Bible
consists of two main sections: the Old Testament and
the New Testament. Classifying these texts requires DL
models capable of understanding both the linguistic
complexity of Indonesia as well as the complicated re-
lationships between words and phrases [2]. Moreover,
the number of layers in a DL architecture can vary
from shallow tissue with only a few layers to deep
tissue, ranging from tens to even hundreds of neuron
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layers that are interconnected and process input data,
propagating it through weighted connections [3]. NN
architectures, such as RNN, LSTM [4], and Trans-
former, allow DL models to capture patterns and
meanings in text in a more effective way compared
to traditional methods.

Studies on Indonesian religious texts (such as the In-
donesian New Translation) remain limited despite ad-
vancements in DL and word embedding for text classi-
fication. A comparison of LSTM and Bi-LSTM perfor-
mance in low-resource language settings is lacking, as
is the consistent use of the Confusion Matrix (CM) for
evaluating model performance. As a result, the research
addresses the gaps by comparatively analyzing LSTM
and Bi-LSTM models for classifying Indonesian New
Translation Bible texts using Word2Vec embedding, as
well as providing evaluation using CM. By comparing
the two models under identical experimental condi-
tions, the researchers aim to objectively confirm the
widely held belief that Bi-LSTM outperforms LSTM
because the model is bidirectional.

The research aims to address the challenges by
comparing the performance of LSTM and Bi-LSTM
models for classifying Indonesian New Translation
Bible texts using Word2Vec embedding. It is a widely,
used word embedding method to capture semantic rela-
tionships between words by mapping dense vectof rep-
resentations. Two variants of Word2Vec, namely Con*
tinuous Bag of Words (CBOW) and Skip4Gram,)are
used to generate word embedding, enablifig the models
to better understand the contextual and morphological
nuances of the Indonesian language. By“léveraging
these embeddings, the researchérs use LSTM"and Bi-
LSTM models to classify Bible text into the Old and
New Testaments, respectively. The questions addressed
are as follows: How do LSTM @fdyBi-LSTM models
perform in classifyihg Indomesian New Translation
Bible texts using Word2Vec embedding? Which model
is more effective in handling the linguistic complexity
of the Indonesian language?

There are several research contributions. First, the
research provides a comparative analysis of LSTM
and Bi-LSTM models for classifying Indonesian New
Translation Bible texts, a task that has not been ex-
tensively studied. Second, it shows the effectiveness
of Word2Vec embedding, particularly the Skip-Gram
method, in capturing semantic relationships in the
Indonesian language. Third, the analysis offers percep-
tions into the performance of Bi-LSTM over LSTM in
handling long-term dependencies and complex linguis-
tic structures, contributing to the development of more
effective text classification models for low-resource
languages.

A. Indonesian New Translation Bible

The Bible, originally written in Hebrew and Ara-
maic, has been translated into many languages over the
centuries. The number of books included in the Bible
is established through the process of canonization. The
Old Testament was canonized around the 2nd century
BC, while the New Testament was formalized in the
late 4" century AD [5].

Indonesian New Translation Bible is a linguisti-
cally rich text that poses unique challenges for NLP
tasks. The Indonesian New Translation Bible is widely
used by Indonesian-speaking Christians and Catholics,
translated into modern Indonesian by the Indonesian
Bible Institute (Lembaga Alkitab Indonesia (LAI) [6].
Its complex sentence struetlité8y rich contextual de-
pendencies, and morphological variations in the In-
donesian language make \the4book “an ideal dataset
for exploring advanced text classification methods [7].
In previous resegérch on Natural Language Generation
(NLG), the interpreted@Bible text from English has
been usedgas a“dataset, and there has been no further
examindtion of the translation of Indonesian Bible
texts([8].

Indonesian’ New Iranslation Bible is divided into
two main sections, namely Old and New Testaments.
This structuse gorovides a valuable foundation for text
classification“tasks. Despite the potential of the book
as a datasét for NLP studies, the Indonesian New
Translation Bible has not been extensively studied in
this context compared to the English Bible [1, 9]. As a
result, the researchers use the Indonesian New Trans-
lation Bible with 66 books, consisting of 37 books for
Old Testament and 29 books for New Testament [10].
The linguistic complexity of the Indonesian language,
with the rich contextual dependencies in the Indonesian
New Translation Bible, presents unique challenges for
text classification. These challenges include handling
morphological variations, understanding long-term de-
pendencies, and capturing semantic relationships in
a low-resource language context. By delivering the
Indonesian New Translation Bible as a dataset, the
researchers aim to address the lack of analyses on
Indonesian religious text classification and contribute
to the development of more effective NLP models for
low-resource languages.

B. Word2Vec

Word embedding is a fundamental component of
modern NLP, enabling machines to represent words
as dense vectors in a continuous vector space. Among
the various methods for generating word embedding,
Word2Vec is popular due to its efficiency and effec-
tiveness in capturing semantic relationships between
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words [11-13]. Word2Vec uses two main architectures,
namely CBOW and Skip-Gram. Both leverage a shal-
low NN to generate word embedding, where words
with similar meanings occupy proximate regions in the
vector space. Therefore, the text representation method
based on the vector space model is simple and more
effective in the text preprocessing stage [14, 15].

In the context of the research, Word2Vec is particu-
larly valuable for processing Indonesian New Trans-
lation Bible, a text characterized by rich contextual
dependencies and morphological complexity. Then,
the Skip-Gram architecture excels at capturing rare
or nuanced semantic relationships, making it well-
suited for analyzing the diverse vocabulary and archaic
terminology of the Bible. Consequently, the efficiency
of CBOW with a larger dataset follows the structured
nature of the textual divisions in the Bible.

Word morphology information is important, as
demonstrated in previous studies, particularly in mor-
phologically rich languages such as Indonesian [16].
By generating word embedding using Skip-Gram and
CBOW architectures, the model can capture the se-
mantic and syntactic relationships between words. This
process enables more accurate classification of Indoné=
sian New Translation Bible texts into respective testa-
ments (Old and New Testaments). Although Word2Vee
is extensively applied to high-resource langdages such
as English, its use for Indonesian text classification,
particularly for religious text, remainsgunderexplored.
The research addresses the gapgby evaluating ‘the
effectiveness of CBOW and Skip-Gram embeddingin
a low-resources language context, contfibuting to the
development of robust NLP tools for‘Indonesian.

C. Long Short-Term Memory (LSTM)

LSTM is a specialized“RNN atchitecture designed
to address thewanishing gradients problem inherent
in traditional RNN, [4, T7]. The architecture incorpo-
rates memory cells_and a“gating mechanism (input,
forget gates, and output) that regulates the flow of
information, enabling the model to retain long-term
dependencies in sequential data. This capacity makes
LSTM particularly effective for tasks requiring contex-
tual understanding of text, such as machine translation,
speech recognition, and text classification [18].

In text classification, LSTM excels at capturing pat-
terns and semantic relationships between words, out-
performing traditional methods such as bag-of-words
or Term Frequency-Inverse Document Frequency (TF-
IDF). For instance, previous research has shown that
LSTM achieves state-of-the-art results in sentiment
analysis by modeling contextual dependencies in sen-
tence structures [19]. However, the model processed

sequences unidirectionally (from left to right), limiting
its ability to incorporate future contextual information.
It is a critical factor in tasks requiring a holistic
understanding of text. The research explores the ef-
fectiveness of LSTM in classifying Indonesian Bible
texts by leveraging the ability to model long-term
dependencies, addressing both linguistic and domain-
specific challenges.

D. Bidirectional Long Short-Term Memory (Bi-LSTM)

An improved version of the standard LSTM, known
as Bi-LSTM, processes text in both directions to un-
derstand context from both preceding and following
words, overcoming the limitations of one-way LSTM.
It has two layers,gone“forward and one backward,
forming a more ¢ontextuallypaware model useful for
tasks requiring comprehensive text understanding [20].
Following theydiscussion, Bi-LSTM outperforms unidi-
rectionallLSTM in text €lassification because it consid-
ers context from bothidirections. Previous studies have
shewn its“effectivengss in sentiment analysis as well
as document gclassification [21, 22]. This bidirectional
method'1s particularly helpful for tasks such as resolv-
ingfambiguity,and understanding references, which are
common ifi complex texts, including the Bible.

Thedpplication of the model to low-resource lan-
guages, such as Indonesian, has not been extensively
studied, despite Bi-LSTM being proven effective for
high-resource languages [8]. This is specifically true
for religious texts, where the complex theological
vocabulary and the need for understanding long-range
contextual relationships show the importance of strong
bidirectional modeling. In line with the discussion,
classifying passages as Old or New Testaments neces-
sitates an awareness of subtle thematic change, such
as the difference between covenant language in Old
Testament and grace-focused narratives in New Tes-
tament. Bi-LSTM is more capable of capturing these
nuances compared to unidirectional models [23]. The
research addresses the lack of analysis on bidirectional
architectures for low-resource languages by evaluating
the performance of Bi-LSTIM on Indonesian Bible text
classification, while contributing to the development
of NLP tools modified to religious and culturally
significant texts.

II. RESEARCH METHOD

The dataset used is Indonesian New Translation
Bible, obtained from alkitab.mobi/tb on July 14,
2024. The data are extracted by copying the text of
each verse from the website and pasting it into a
Microsoft Excel 2021 spreadsheet (.x1sx). Furthermore,
the initial raw data consist of 31,102 rows with five
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Preprocessing Data

Data Collection

https://alkitab.
mobi/tb/

Embedding

Fig. 1. Study method flowchart. Note: Long Short-Term Memory (LSTM), Bidirectional LSTM (Bi-LST

Model Evaluation &
Testing

Continuous Bag of Words

(CBOW).
id kitab pasal ayat
%] 1 Kej 1 1 Pada mulanya Allah menci
1 2 Kej 1 2 Bumi belum berbentuk dan
2 3 Kej 1 3 Berfirmanlah Allah:
3 4 Kej 1 4 Allah melihat bahwa
4 5  Kej 1 5 Dan Allah menamai

said, “Let there be light” and. The fourth row is God saw that
darkness.

features, namely id (a unique identifier fo.
book (kitab), chapter (pasal), verse (a
man), and verse text. The research method
in Fig. 1.

A. Dataset Preprocessing

Figure 2 shows a sni
uploaded to Google Collal
structure of the da
contained values such
while the word (firman) ontained the actual
text of each verse. The raw ‘textual data, particularly
the entries in the “firman” column, are cleaned prior
to its use in subsequent machine learning model de-
velopment.

The Indonesian New Translation Bible comprises
66 books, 1,189 chapters, and 31,102 verses. It is
divided into two primary categories: Old Testament
with 39 books and New Testament with 27 books.
The distribution of the number of chapters and verses
in the Indonesian New Translation Bible is illustrated
in Fig. 3. This figure presents two histograms that
compare the frequency distributions of two variables.
The histogram on the left shows the frequency distri-
bution of the number of chapters. The x-axis represents

he number of chapters, while the y-axis signifies the
quency or the number of occurrences of chapters
with a specific count. According to this histogram,
most chapters have a lower count, and the frequency
decreases significantly as the chapter count increases.
Meanwhile, the histogram on the right shows the
frequency distribution of the number of verses. The
x-axis represents the number of verses, and the y-axis
signifies the frequency or the number of occurrences of
verses with a specific count. Similar to the histogram
of the chapters, this distribution shows that a lower
verse count is more common, and the frequency also
decreases as the verse count increases. The histogram
shows that most books have a relatively small number
of chapters and verses. It implies that the dataset is
dominated by shorter books and chapters, influencing
the performance of subsequent machine learning mod-
els.

In the data preprocessing process, the texts are
labeled according to the canonical division: Old Tes-
tament (Perjanjian Lama, PL) consisting of 39 books
(Genesis to Malachi), and New Testament (Perjanjian
Baru, PB) having 27 books (Matthew to Revelation).
Each verse (ayat) is extracted and assigned a testament
mark (PL or PB), leading to a labeled corpus of 31,102
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Fig. 3. The distribution of the number of chapters and verses in the Indonesian New Translati
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ibution is shown in
and 25.6% of PB.

plied to the word (firman)
column containing verse text to prepare the text
for model training. ially, punctuation removal is
performed, where special characters and diacritics are
stripped to reduce noise. Following that process, lower-
casing is applied, where all texts are converted to low-
ercase to ensure uniformity. Verses are then tokenized
into individual words using the nltk.word_tokenize
function from the Natural Language Toolkit (NLTK)
library. Stopwords are removed using a custom Indone-
sian stopwords list following the previous step. Finally,
text normalization is performed, where rare words
(frequency < 2) are filtered to reduce dimensionality.
These steps are applied to reduce text variation and
ensure consistency for subsequent analysis. Stemming
and lemmatization are not performed because the focus

BEDingoal

Jtinggal
s daUdsmsn

is on preserving the original word forms. The pro-
cessed dataset is partitioned into training and testing
sets, stratified by testament labels to preserve class
balance.

Next, data visualization helps to ensure the cleaned
text data is in accordance with expectations for the
following process. A word cloud represents words
in a text, where the size of each word reflects its
frequency [24]. In the research, Word Cloud features
the words that appear most frequently in the text of
the Bible. This process effectively shows the major
themes and topics in the text through a quick and
understandable visual representation.

Figure 5 shows a Word Cloud, where the size of
each word reflects its frequency or importance in
the text. The different colors used for the words are
primarily for visual appeal and do not signify any spe-
cific categorization. Moreover, prominent words such
as “engkau” (you), “orang” (people), “Allah” (God),
“Tuhan” (Lord), and “tuhan” (god) are larger, signi-
fying the most commonly used words. Other signifi-
cant words, including “Israel”, “firman” (word), “raja”
(king), “hidup” (life), “Yesus” (Jesus), and “perem-
puan” (woman), are smaller, reflecting relatively lower
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Fig. 6. The five most frequent words in the Genesis of the Indonesian
New Translation Bible (in Indonesian). It has “engkau” (you),
“orang” (people), “Allah” (God), “anak” (child), and Yakub.

frequency.

Figure 6 shows the most frequently appearing words
in the book of Genesis. The colors of the bars vary
possibly for visual differentiation and are connected to
the frequency, with each color representing a specific
frequency range as shown in the legend. During the
analysis, the word “engkau” (you) is the most common,
signifying its significant usage in the text of Genesiss
The bar chart efficiently shows the most common
words in this biblical book, with clear numerical la-
bels ending each bar. It is useful for understanding
the vocabulary emphasis in Genesis, parficularly, in
Indonesian translation. Following the discussion, the
analysis also observes other books whieh ate not
presented here.

The dataset under examination'eomprises textiokens
extracted from the Indonesian NewhTranslation Bible.
A heatmap visualizationdsyused to identify and analyze
the most frequently, occurring uniqieé words in the
text. This method effectivelyysignifies the frequency
distribution of the words, as shewn in Fig. 7. The
heatmap shows the frequeney, of specific words across
various books of the Indonesian’New Translation Bible,
such as such as “allah” (god), “anak” (child), “en-
gkau” (you), “firman” (word), Israel, “orang” (people),
“perempuan” (women), “raja” (king), “tuhan” (lord),
and “yesus” (jesus), tracked along the vertical axis.
In contrast, the books of the Bible are listed along
the horizontal axis. The color intensity represents the
frequency of each word in a specific book, with lighter
colors signifying fewer occurrences and darker shades,
particularly blue, representing higher frequencies. For
instance, “allah” (god) appears frequently in books
such as Psalms and Isaiah. Then, “orang” (people) is
prevalent in Exodus and Jeremiah, and “fuhan” (god) is
frequent in Jeremiah and Isaiah. This visualization en-

ables a quick and comprehensive comparison of word
usage across different parts of the Bible, highlighting
patterns and thematic stress in the text.

After the sequences have been padded to a uniform
length, the dataset is partitioned into two distinct sub-
sets: the training set and the testing set. This division
follows an 80:20 split, allocating 80% of the data
for training the model and the remaining 20% for
evaluating the performance, as the rationale behind
the ratio is to strike a balance. During the analysis,
the larger training set (80%) provides the model with
a substantial amount of data to learn from, enabling
it to discern fundamental patterns and relationships
in the data. Simultaneously, the testing (20%) serves
as an independent benchmatkgto, assess the ability of
the model to generalize ufiseen data, ensuring that the
evaluation was conducted on aa€presentative sample,
copying the characteristicsiof the total dataset [25].

Next, the proce8sis.€reating, training, and evaluating
the models. Two modelsof, DI “algorithms, LSTM and
Bi-LSTM,_are\builtffor the binary text classification
experiment during the analysis using word embedding.
Figuré 8 shows the drehitecture of vanilla LSTM and
Bi“LSTM niodels used.

The function of  Istm_model forms and compiles
an LSTM-based/ NN using Keras. The model is ini-
tialized as a Sequential model named “marss_model”,
dllowifigglayers to be stacked linearly. The process
starts with a masking layer to handle sequences of
varying lengths, followed by LSTM layer with 128
units and L2 regularization to prevent overfitting. Batch
normalization is then applied to normalize the output,
and dropout is used to randomly set 20% of input units
to zero during training to prevent overfitting further.
The model continues with a dense layer containing
16 units with Rectified Linear Unit (ReLLU) activation
and additional L2 regularization, followed by another
round of batch normalization and dropout. Finally,
a dense layer with 2 units and a softmax activation
function is added for multi-class classification. The
model is compiled with categorical cross-entropy as
the loss function, Adam optimizer with a learning rate
of 0.0001, and metrics including accuracy, precision,
and recall. During the process, the model is set to
run eagerly, which aids in debugging, and the function
returns this fully compiled model, ready for training as
well as evaluation.

During the process, the function calls bilstm_model,
which forms and compiles a Bi-LSTM model using
Keras. The model is initialized as a sequential model
named “marss_model”, allowing layers to be added lin-
early. The process starts with a masking layer to handle
sequences of varying lengths by skipping certain time
steps, after a Bi-LSTM layer with 128 units processes
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Fig. 7. The ten most frequent words and their frequency in every book in the Bible. It has allah (god), anak (child), engkau (you), firman
(word), Israel, orang (people), perempuan (woman), raja (king), tuhan (god), and Yesus (Jesus).

def lstm_model(input_shape):
model = Sequential(name="marss_model")
model.add(Masking(mask_value=8., input_shape=input_shape))

model.add(LSTM(128, kernel_regularizer=12(8.21)))
model .add(BatchNormalization())
model .add(Dropout(8.2))

model.add(Dense (16, activation="relu", kernel_regularizer=12(0.01)))
model .add(BatchNormalization())
model .add(Dropout(8.2))

model.add(Dense(2, activation="softmax"))

# Compile model
model.compile(loss="categorical_crossentropy’,
optimizer=Adam(learning_rate=0.0001),
metrics=["accuracy’, ‘precision, ‘recall’
run_eagerly=True)
return model

def bilstm model(input_shape):
model = Sequential(name="marss_model")
model . add(Masking(mask_value=8., input_

model.add(Bidirectional(LSTM(128, kernel_regt
model . add(BatchNormalization())
model .add(Dropout(@.2))

model.add(Dense(16, activation=
model .add(BatchNormaluatmn( ))
model . add (Dropou

", kernel_regularizer=12(0.01)))

ing_rate=0.@001),

‘recision’, ‘recall()'],

return model

Fig. 8. Long Short-Term Memory (LSTM) and Bidirectional LSTM
(Bi-LSTM) models for the classification of two classes.

the input data in both forward and backward directions
to capture context from both past and future states.
Relating to the process, L2 regularization is applied
to the kernel of the LSTM to prevent overfitting. The
model then includes batch normalization to stabilize
and speed up training, followed by a dropout layer
that randomly sets 20% of the input units to zero to
prevent overfitting further. A dense layer with 16 units

and ReLU activ
learn more com ions, with additional

t layers to improve

model is compiled using cat-
as the loss function, the Adam
earning rate of 0.0001, and metrics
racy, precision, and recall. Moreover,

ady for both training and evaluation.

he architecture of the built LSTM model during
the analysis consists of a single layer with 128 units,
followed by a 16-unit dense layer before moving into
the output layer. Similarly, the architecture of the
Bi-LSTM model is kept the same for comparison
of performance on the same dataset input. The Bi-
LSTM architecture is built by replacing an LSTM
layer with a Bi-LSTM layer having the same number
of units. In these two models, dropout with a rate
of 0.2 and L2 regularization with a coefficient of
0.01, as well as batch normalization, are employed
to prevent overfitting. The model is trained using the
Adam optimizer with a learning rate of 0.0001 and a
loss function of categorical cross-entropy. Additionally,
the performance metrics used are accuracy, precision,
recall, and F1-Score.

The research reviews the performance analysis of
the Indonesian New Translation Bible text classifi-
cation model by comparing evaluation metrics, such
as accuracy and F1-Score, between LSTM and Bi-
LSTM models using CBOW as well as Skip-Gram
embedding on a variety of vector sizes. The objective is
to identify the optimal configuration model and discuss
the effectiveness of the results on the selection of
methods and the parameters. The research provides
insight into the efficiency and effectiveness of each
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Fig. 9. Architecture of Continuous Bag of Words (CBOW).
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model in the context of classifying biblical texts.

B. Word2Vec Embedding Generation

During the analysis, a Word2Vec embedding is
generated using the Gensim library, with two archi-
tectures evaluated: CBOW and Skip-Gram. CBOW!
is an algorithm used in NLP to learn distributive
representations of words [26]. The main objective of
CBOW is to predict target words based on thegeontext
of the surrounding words, with a focus efi efficiency
and good performance in a large corpés. Relating to
the process, the model uses a contextual‘winddéw that
includes words before and after the target ‘word in a
sentence. In the model, vector repsesentations ofiwords
are combined linearly to predict theytarget word. This
algorithm works by optimizing the"function of the
objective through a machine,learningprocess to obtain
a quality representation,of the word vector. The method
functions well in captuging the general meaning and
semantic relationships between words that often appear
together. The advantage of CBOW is the ability to
overcome infrequent word frequency errors, making it
more stable in applications with large volumes of data.
Figure 9 shows the main architectural form of CBOW,
where the w(t) is the weight for the target word, the
input represents the input layer, the projection signifies
the hidden layer, and the output is the output layer.

Skip-Gram is an algorithm in NLP to study distribu-
tive representations of words to predict context words
based on a given target word [27]. Concerning Skip-
Gram, the context around the target word is given in
the form of a window of a certain size. The target word
representation vector is then generated by maximizing
the probability of predicting the words of that context.

Input Projection Output

%m
B
N

Wit+1)

[:] e

Fig. 10. Architecture ofSkip-Gram.

This algefithm“aims to genmerate a vector of word
represefitations that describ@the semantic and syntactic
relationshipsgbetween words in a corpus. Skip-Gram
works hbygpredicting, contextual words based on the
target word. It isdmore effective at capturing semantic
relationshipsythat rarely appear and are useful in a
small.corpus."Moreover, the model requires more com-
puting resources than CBOW [28], providing better
results in applications where the semantic relationship
between important words is fine. Figure 10 shows the
target word w(t) is used as input, which is projected
into the vector space. Then, the result of this projection
is used to predict the surrounding context words.

In the research, CBOW and Skip-Gram embeddings
are constructed using a corpus of 31,102 sentences and
303,139 words in the dataset. The main parameters
include vector sizes (vector_size) of 50, 100, and 300.
It is a 5-word window, and words with a minimum
frequency of occurrence (min_count) of 2. During the
analysis, both embedding models from Word2Vec are
trained using the Indonesian New Translation Bible
dataset to generate meaningful word vectors (wv). The
vector dimension is set to three types or variations.
The objective is to get the optimal representation of
each word in the dataset. The model is trained with
100 iterations or epochs for both CBOW (sg = 0) and
Skip-Gram (sg = 1) methods, utilizing four processor
cores (workers = 4) to enhance training efficiency.

The resulting word embedding model allows a rep-
resentation of words in the form of fixed-size vectors
(tb_cbow.model or tb_skgram.model), which are used
as inputs to LSTM and Bi-LSTM models in the task
of classifying biblical texts. Vector representations of
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Fig. 11. Network Long Short-Term Memory (LSTM) cells at time steps ¢ — 1, ¢, and ¢ + 1.

words also allow the model to better understand and
capture the semantic meaning of words in context.
It also improve the performance and accuracy of the
model. Then, the vector embedding process is per-
formed for each sentence in the dataset, followed by
padding to standardize the sentence length. Addition-
ally, padding is conducted by adding at the end of a
sentence (post), ensuring that all vector sequences have
the same length (max_len = 37). Verification of the
padding result is performed by printing the shape of
the first ten sequences, ensuring uniform length.

C. Model Architecture (Long Short-Term Memory
(LSTM) Versus Bidirectional LSTM (Bi-LSTM))

Two sequential models are implemented gising Ten-
sorFlow.Keras. It is selected as the framework, becauise
of its flexible structure, user-friendlyghigh-level” Ap-
plication Programming Interface (API), and\optimized
performance for DL. They suppdtt the efficient design
and training of sequential NN models.

LSTM is a specialized RNN architecture designed
to address the vanishing“gradients problemyinherent in
traditional RNN [17]. The"BSTM architecture model
has the advantagesef,doing a combination of iterations
in data processing to imprové the accuracy of the
model. Cell state, (C'; )i$ithe main component of LSTM
that transmits infosmationithrough a time sequence. It
is often referred to asythe model’s long-term memory.
Following the discussion, the LSTM network has three
gates that update and control the cell state, namely
forget, input, and output, using the hyperbolic tangent
activation function. Moreover, the gate that fails to
control information should be forgotten within the cell,
allowing new data to enter the network [4].

Figure 11 shows the unrolled architecture of LSTM
network. It illustrates the flow of information across
time steps. Each cell contains three gates: forget, input,
and output that regulate the cell state (C;) and hidden
state (h:), enabling the model to capture long-term
dependencies in sequential data.

Figure 12 shows internal structure of an LSTM cell.
The architecture consists of a forget gate (Wy), input

Ce

t

Fig. 12.4Forget“gate on Long Short-Term Memory (LSTM) archi-
tecture.

gate (I#%;), candidate cell state (W,), and output gate
(W,)."They jointly regulate the update of the cell state
(0%) and hidden state (h;). The gates use sigmoid and
tanh activations to control information flow, enabling
the model to retain or discard information across time
steps.

At the forget gate, irrelevant information is forgotten
or not forwarded to the next gate. The area decides
which information needs to be deleted from memory
based on the current context. Then, on the mentioned
gate, the two equalities occur during the analysis [29].
Equation (1) is the first activation function that de-
termines how much information from the current in-
put, and the previous state is retained or forgotten.
Meanwhile, Eq. (2) represents the multiplication of
the previous cell stated by the output of the forget
gate to update the current cell state by retaining the
relevant information [4, 19]. The equations show f; as
forget gate vector (controls retained/discarded info), o
as sigmoid activation function [0, 1], Wy, as forget
gate weight applied to input, x; as input vector at time
step t, Uyp, as weight matrix for the previous hidden
state, hy_1 as previous hidden state, by as forget gate
bias, and C;_; as previous cell state.

fi =Wz + Upphe—1 + by), (D
Ci—172=C(—1) * [t 2

The function of the input gate in Fig. 13 is to
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Fig. 13. Input gate on Long Short-Term Memory (LSTM) architec-
ture.
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Fig. 14. Output gate on Long Short-Term Memory (LSTM)darchi-
tecture.

determine what new information should \be stored in
memory, ensuring that only important or relevant data
are added. Equation (3) calculates the valuenof the
new cell state using the tanh activation function; while
Eq. (4) specifies how much new information will be
added to the cell state thfotighythe input gate. To update
the current cell stategEq. (§))combines‘the’information
retained from the prewious ‘cell state with the new
relevant information [4]“They show C} as updated cell
state (long-term memory), 4as input gate activation,
tanh as hyperbolic tangent activation function, W,
and W,, as weight matrices for the input vector, U,
and Uj;;, as weight matrix for the previous hidden state,
and b, as input gate bias.

gt = tanh(chfﬂt + Uchhtfl + bc); (3)
iy = o(Wizxy + Uiphe—1 + b;), “4)
Cy = Cio1 * fr +iy * gy &)

The output gate, shown in Fig. 14, takes the current
input x; and the previous hidden state h;. It processes
them through a sigmoid activation to generate a gating
vector. Then, it multiplies this with the tanh of the
updated cell state C;.

Qutput Vel Ve Verl
Layer
Bidirectional LSTM <—- LSTM < -- LSTM <—
Layer T
LSTM LSTM LSTM
Input [ . = s
Layer '\ ) aeececo TV ) alalll

Fig. 15. Architecture of Bidirectional Long Short-Term Memory
(Bi-LSTM) to show direction forward (green arrow) and backward
(red arrow) [30].

The output gate funcfions to control which part
of the information is Storedqin memory and used
to produce the output at each time step. During the
analysis, Eq. (6) determines how.dbuch information
from the cell state willb&passed to the output through
the activation funetion. To generate the current hidden
state, EQ. (7) combines the sigmoid cell state that
has béen activated through tanh with the output gate.
Equation (8) is used to calculate the final output of
the LSTM network based on the updated hidden state.
The, combination of these three gates allows LSTM
to/ effectively, capture and retain critical information
in"“sequential data for both the long and short term.
They show o; as output gate activation (controls what
information to output), h; as hidden state at current
time step, W,, and W, as weight matrices for output
vector, Uy,p, as weight matrix for the previous hidden
state, y; as final output, and by, b,y as output gate bias.

Ot = U(Woth + Uohht—l + bo)a (6)
hy = tanh(ey) * oy, (7)
Yt = Woyht + boy~ (8)

Bi-LSTM is a variant of the LSTM architecture. The
objective is to improve the ability of the model to
process and understand data sequences. Following the
process, the Bi-LSTM architecture is shown in Fig. 15.

In the context of Bi-LSTM, the model consists of
two separate independent LSTMs that run simultane-
ously and in parallel. LSTM processes the sequence of
data from start to finish (forward), while another part
handles it in the same way (backward). In this case, two
independent LSTM factors are connected to the same
input layer but produce two different sets of outputs.
Each model functions as a standard LSTM with the
same cell state and gate. The outputs of these two
LSTMs are combined, often through a concatenation
or sum operation, to produce a final representation that
considers information from both directions.
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In forward LSTM, for each step, the hidden state for-
ward is calculated by processing the input along with
h: in the previous cell state. Equation (9) shows the
forward computation of the LSTM, where the current
hidden state h; is derived from the input at time step
x¢ and the previous hidden state h;_;. This process
enables the model to capture sequential dependencies
in the forward direction of the input sequence. It has
h; as hidden state from the forward LSTM at time step
t, LSTMorward as an LSTM transformation function
that processes data sequentially from ¢t = 1to ¢t =T
(from the beginning to the end of the sequence), x;
as input vector at time step ¢, and h;_; as the hidden
state of the forward layer from the previous time step
t—1.

ht = LSTM foruwara(e, hit). ©)

In backward LSTM, the model processes data from
the start to the end of the sequence, capturing future
context. At each step of time ¢, LSTM backward
handles the input along with the next x; hidden state
of hiy1 and the memory cell C;iq. Equation (10)
represents the backward pass of the LSTM, in which
the hidden state at time step ¢, h;, is computed using
the current input x; and the hidden state from thefol-
lowing step h;—1. This mechanism enables the model
to learn contextual information from the ‘sequencefin
a reverse order. It has h; as hiddengstate frofm the
backward LSTM at time step t, LSTMpqcpdyard aSithe
function which processes the inplt sequence in reverse
chronological order from ¢t = T' to ¢, =41, z; as input
vector at time step ¢, and ;E as the hidden state of
the backward layer from the next step Tfal.

It = LST Myacrolpa(ze, e 1), (10)

The final qutput of the two LSTMs is combined into
one output during, the analysis. For example, when the
output of the forward LSTM at time ¢ is h;, and the
output of the backward, LSTM is E Then, the final
output at time y; at time ¢ is in Eq. (11). Equation (11)
shows how the output y; is generated by combining
the fogvard hidden state h; and the backward hidden
state h;. These two vectors are concatenated, then
linearly transformed using the weight matrix W, and
bias term b,,. This process allows the model to integrate
contextual information from both past and future time
steps. Equation (11) has y; as output vector at time
step t, by as bias term, and W, as weight matrix for

output vector.
%
ye = W, lhes he + by, an

In contrast to traditional unidirectional LSTMs, the

TABLE I
EXPERIMENT SETTINGS.

Parameters Value
input_length 37
embedding_dim 50, 100, 300

Istm_units & bi-lstm_units 128 (vanilla)

dropout_rate 0.2
batch_size 128
epochs 20
activation ReLU
optimizer Adam
learning_rate 0.0001
kernel_regularizer L2=0.01
number_classes 2
classifier Softmax

Bi-LSTM framework psocesses the data in both for-
ward and backward directions. Through processing
the sequence of|data indftwo) directions, Bi-LSTM
understood the contéXt of both directions [31]. This
dual-streaml “processing enables the model to capture
complex long-range,dependencies that may otherwise
be overloekedt Synthesizing information from previous
anld upcoming tokens results in richer and more nu-
anced featurefweprésentations for each element in the
sequence. It is particularly useful for case examples re-
quiring a defailed understanding of sequences, such as
languagedtranslation, sentiment analysis, and sequence

tagging.

D. Training and Evaluation Metrics

The training parameters applied during the analy-
sis are shown in Table I. This process is conducted
to ensure robust model convergence while avoiding
overfitting. The experimental settings are defined with
an input length of 37 with embedding dimensions of
50, 100, and 300. Both LSTM and Bi-LSTM models
employ 128 hidden units in a vanilla architecture, while
a dropout rate of 0.2 is applied to mitigate overfitting.
Training is conducted with a batch size of 128 over
20 epochs. The ReLU activation function is used to
introduce non-linearity, and the Adam optimizer with
a learning rate of 0.0001 is adopted to ensure efficient
parameter updates. An L2 regularization factor of 0.01
is applied to further control overfitting. Finally, the
classification task involves two output classes, imple-
mented with a Softmax layer.

CM has been widely used in the evaluation of
scientific models and engineering applications in dif-
ferent areas, including NLP [32]. CM is constructed
for both LSTM and Bi-LSTM classifiers to provide a
granular evaluation of model performance. During the
process, CM shows the count of correct and incorrect
predictions made by the model for each target class. It
offers valuable perceptions into the performance of text
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TABLE 11
CONFUSION MATRIX IN THE RESEARCH [20].

Predicted PL Predicted PB

Actual PL
Actual PB

Note: PL: Old Testament and PB: New Testament

True Positive
False Positive

False Negative
True Negative

classification models in Indonesian New Translation
Bible context. Often used in binary classification, CM
is distinguished between positive and negative classes.
It also adapts multi-class classification scenarios [20,
33]. This matrix (see Table II) quantifies four major
outcomes during the analysis as follows:

1) True Positive (TP): Old Testament verses are
correctly classified as Old Testament,

2) True Negative (TN): New Testament verses are
correctly classified as New Testament,

3) False Positive (FP): New Testament verses are
misclassified as Old Testament,

4) False Negative (FN): Old Testament verses are
misclassified as New Testament.

By analyzing these values, the researchers evaluate
the performance of the model using metrics such as
accuracy, precision, recall, and F1-Score. Accuracy
measures the total correctness of the predictions of the
model, while precision and recall provide perceptions
into how well the model identifies and classifies Bible
passages. F1-Score combines precision andgfecallyinto
a single metric, offering a balanced view of the model’s
ability to handle the nuanced and complex text of
the Indonesian New Translation Bible. CMehables a
detailed analysis of class-specific issues, such as how
the model shows bias toward miselassifying verses as
Old Testament (high FP) or vice versa (high FN). For
example, in the Bi-LSTM médelya. lowes FP rate com-
pared to LSTM signifies imptoved ability“to distinguish
nuanced theological ‘tezminology in New Testament
texts. This analysis is critical forjunderstanding how
bidirectional context modeling, improved classification
robustness.

Binary cross-entropy is applied to measure the loss
of the model in the analysis. This process is ap-
propriate for the two-class classification task. Model
performance is rigorously assessed using four standard
metrics as follows:

1) Accuracy measures the total proportion of cor-
rectly classified verses.
Accuracy = (TP +TN)/(TP+TN

+FP+FN). (12)

2) Precision quantifies the ability of the model to
avoid false positives (e.g., misclassifying New

Testament verses as Old Testament).

Precision = TP/(TP + FP). (13)

3) Recall (sensitivity) evaluates the ability of the
model to identify all relevant instances (e.g., min-
imizing missed Old Testament verses).

Recall=TP/(TP + FN). (14)

4) The F1-Score provides a balanced measure of pre-
cision and recall, which is critical for imbalanced
datasets.

F1-Score = 2 x (Precision x Recall)/

(Precision + Recall).  (15)

Accuracy (Eq. (12)) measures the overall correctness
of predictions by comparing the prepoition of correctly
classified instances (1T P32 N) to the total number
of cases. Precisions(Egs (13)) quantifies the proportion
of correctly prédicted positivéeases (TP) among all
instances predicted asgositive (17'P+ F P), while recall
(or sensitivity) (BEq. (14)) indicates the ability of the
modeldto identify actual positive cases by calculating
thedratio of TP to all actual cases (T'P + FN).
Finallyy, the F1-Score (Eq. (15)) provides a balanced
measure between precision and recall by computing
their harmoni¢ mean, offering a more reliable metric
in' seenarios with imbalanced class distributions.

III. RESULTS AND DISCUSSION

AW Performance Comparison (Long Short-Term Mem-
ory (LSTM) Versus Bidirectional LSTM (Bi-LSTM))

The experimental results show that the Bi-LSTM
model outperforms the standard LSTM in classifying
Indonesian New Translation Bible texts. As shown in
Table III, Bi-LSTM achieves an accuracy of 92.31%,
compared to 91.94% in LSTM. Similarly, Bi-LSTM
shows superior performance in precision (92.45% vs.
91.72%) and recall (92.28% vs. 91.65%). These results
signify its improved ability to capture bidirectional
contextual relationships in the text. The marginal yet
consistent improvement of Bi-LSTM is associated with
its theoretical advantage of leveraging both past and
future contextual information. It is particularly critical
for classifying Bible texts. The thematic shift between
Old and New Testaments often depends on nuanced
linguistic signs, spanning entire sentences or para-
graphs.

B. Confusion Matrix Analysis

The CM in Table IV provides a granular view of
model performance. For Bi-LSTM, the majority of
misclassifications occur in Old Testament texts (FN
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TABLE III
PERFORMANCE COMPARISON OF LONG SHORT-TERM MEMORY (LSTM) AND BIDIRECTIONAL LSTM (B1-LSTM) MODELS.

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%)
LSTM 91.94 91.72 91.65 91.68
Bi-LSTM 92.31 92.45 92.28 92.36
TABLE IV TABLE V

RESULTS OF CONFUSION MATRIX FOR LONG SHORT-TERM
MEMORY (LSTM) VERSUS BIDIRECTIONAL LSTM (BI1-LSTM)
WITH OLD TESTAMENT (PL) AND NEW TESTAMENT (PB).

Predicted PL Predicted PB

Bi-LSTM

Actual PL 2,150 (TP) 45 (FN)

Actual PB 38 (EP) 1,867 (TN)
LSTM

Actual PL 2,130 (TP) 65 (FN)

Actual PB 52 (FP) 1,853 (IN)

Note: True Positive (TP), True Negative (TN),
False Positive (FP), and False Negative (FN).

= 45). Meanwhile, LSTM shows a higher rate of
false positives (FP = 52). The results suggest that
bidirectional context modeling with Bi-LSTM reduces
the misclassification of New Testament texts as Old
Testament. It is possibly due to the ability to resolve
confusing terms (e.g., “covenant” in Old Testaiment vs.
“grace” in New Testament) through holistic sentence
analysis. Moreover, the reduced FN and FP satés in
Bi-LSTM show its suitability for tasks“requiring fine-
grained contextual understanding4These tasks include
classifying religious texts with¥overlapping themes
during the analysis.

C. Results of Model Performance

Skip-Gram arghitecture produces superior results
compared to CBOW, with“aweetorisize of 300 achiev-
ing the highesthaccuracy, as shown in Table V. The
ability of Skip-Gram tohcapture rare and nuanced
semantic relationships, proves critical for processing
diverse vocabulary in‘the Indonesian New Translation
Bible, which includes archaic terms (e.g., “kudus”
(holy), “perjanjian” (covenant)) as well as domain-
specific theological language. This result is associated
with prior work showing the effectiveness of Skip-
Gram in low-resource language contexts [11]. By cap-
turing fine-grained semantic relationships, Skip-Gram
embedding enables the model to distinguish subtle
thematic differences between Old and New Testaments
texts, such as the shift from a legalistic language to a
grace-centric narrative.

The LSTM model with CBOW, as shown in Fig. Al
in Appendix, exhibits an increase in performance
alongside an improvement in vector size. The best

COMPARISON OF WORD2VEC ARCHITECTURES.

Architecture Vector Size Accuracy (%)
Continuous Bag of Words 300 91.12
(CBOW)

Skip-Gram 300 92.31

accuracy (0.9172) i§ obtained during the analysis when
using a vector size of 3007 Meanwhile, the Bi-LSTM
model with CBOW:also exhibits an increasing trend
in perfoufiance” with largerdvector sizes. The best
accuracy, with agvalue“of“0.9185, is obtained when
using a'vectof size of 300.

Moreover, the LSTM model with Skip-Gram in
Fig. A2 in Appendix shows more varied performance.
Its bést accuracy (0.9194) is obtained with a vector
size of 3004t’is higher compared to all CBOW vector
sizes. Meéanwhile, the Bi-LSTM model with Skip-
Gram presents the best performance among all model
combinations and embedding methods at a vector size
of 300, with an accuracy of 0.9231.

LSTM model achieves its best F1-Score with a
vector size of 300 (0.9145) using the CBOW method.
Similarly, using Skip-Gram, the LSTM model achieves
the best accuracy, which is 0.9187 at a vector size of
300. It is slightly higher than the best performance of
LSTM with CBOW. Table VI presents a recapitulation
of the experiment using an LSTM model with CBOW
and Skip-Gram word embeddings for three variations
in vector dimensional sizes.

The Skip-Gram method with a vector size of 300
achieves the highest F1-Score (0.9187). It shows the
best balance between precision and recall. Although
CBOW also produces good results on all vector sizes,
Skip-Gram is superior at vector sizes of 300. In
general, increasing the vector size from 50 to 300
would improve the performance of the LSTM model,
especially for the Skip-Gram method.

The Bi-LSTM model with the embedding of the
CBOW method achieves the best F1-Score, with a vec-
tor size of 300, at 0.9165. For the use of the Skip-Gram
method, the Bi-LSTM model achieves the best total F1-
Score with a vector size of 300 (0.9218), outperforming
the performance of LSTM. Additionally, the results of
the experiment using a Bi-LSTM model with CBOW
and Skip-Gram word embedding for three variations in
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TABLE VI
EVALUATION RESULTS OF LONG SHORT-TERM MEMORY (LSTM) MODEL.

Embedding Vector Size  Accuracy  Precision Recall F1-Score

Continuous Bag of Words (CBOW) 50 0.9133 0.9118 0.9133 0.9115
100 0.9151 0.9136 0.9151 0.9132
300 0.9172 0.9166 0.9172 0.9145

Skip-Gram 50 0.9138 0.9138 0.9138 09111
100 0.9098 0.9098 0.9098 0.9059
300 0.9194 0.9184 0.9194 0.9187
TABLE VII

EVALUATION RESULTS OF BIDIRECTIONAL LONG SHORT-TERM MEMORY (BI1-LSTM) MODEL.

Embedding Vector Size ~ Accuracy  Precision Recall F1-Score

Continuous Bag of Words (CBOW) 50 0.9127 09119 0.9127 0.9097
100 0.9164 0.9159 0.9164 0.9135
300 0.9185 0.9173 0.9185 0.9165

Skip-Gram 50 09112 0.9103 09112 0.9082
100 0.9133 0.9128 0.9133 0.9102
300 0.9231 0.9219 0.9231 0.9218

vector size are shown in Table VII.

The Skip-Gram model with a vector size of 300
yields the highest F1-Score (0.9218). It shows the best
balance between precision and recall for the Bi-LSTM
model. Despite CBOW producing consistent results
with an increase in vector size, it cannot perform with
Skip-Gram at a vector size of 300. In LSTM model§,
increasing the vector size from 50 to 300 tends tefim-
prove the performance of Bi-LSTM models in generaly
especially in the Skip-Gram method. The bést option
based on the F1-Score value, for the claSsification of
Indonesian New Translation Bible texts, iSyto use'a Bi-
LSTM model with Skip-Gram embedding and‘a vector
size of 300.

In short, the experimental results, in Tables VI and
VII show that the Skip.Gram method with a vector
size of 300 yields the highest“accuraey, at 0.9194 and
0.9231, in both models. Theyperformance evaluation
of the model shows that Bi-LSTM provides higher
accuracy compared to LSTM. These outcomes signify
that the Bi-LSTM model camycapture more complex
and contextual relationships between words, providing
better accuracy results.

Next, the Fl-score value presents a similar trend
to accuracy, as shown in Figs. 16 and 17. Figure 16
compares the F1-Score of two word embedding mod-
els, CBOW and Skip-Gram, with the LSTM model
across three vector sizes (50, 100, and 300). The Y-
axis represents the F1-Score, a metric that harmonizes
precision and recall to evaluate the performance of
a classification model, specifically in cases of im-
balanced class distributions [14]. The X-axis shows
the vector sizes used in the experiment, which are
the dimensions of the numerical word representations

0.918
0.916 0.9145

Pran—— )
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d ://
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0g12
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50 100 150 200

Vector-Size
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Fig. 16. Fl1-Score performance of Long Short-Term Memory
(LSTM) models with different embedding types and vector sizes.

produced by CBOW and Skip-Gram models.

The blue line illustrates how the F1-Score changes
for the LSTM model when using CBOW embedding
with different vector sizes. It signifies a steady increase
in F1-Score as the vector size increases, from 0.9115
with 50 vector size to 0.9132 of 100 and reaching
0.9145 of 300. Meanwhile, the orange line illustrates
the variation in Fl-score when using Skip-Gram em-
bedding. Initially, there is a decrease in F1-Score from
0.9111 at 50 vector size to 0.9099 at 100. However, a
significant improvement is visible at 300 vector size,
where F1-Score peaks at 0.9187.

CBOW shows consistent improvement in F1-Score
with increasing vector size, signifying better perfor-
mance with larger vectors. Skip-Gram, while initially
underperforming at a vector size of 100, achieves a
significant boost at a vector size of 300, surpassing the
performance of CBOW at this size. The outcome shows
that for the LSTM model in the specific task, using
Skip-Gram with a vector size of 300 produces the best
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Fig. 17. FI1-Score performance of Bidirectional Long Short-Term
Memory (Bi-LSTM) models with different embedding types and
vector sizes.

performance. Meanwhile, the Bi-LSTM model with the
Skip-Gram method at a vector size of 300 produces the
highest F1-Score value. The results reflect the excellent
performance of the Bi-LSTM model in detecting Old
and New Testaments classes with the best balance of
all the experiments conducted in the research.

The new graphs in Fig. 17 compare F1-Scores
between CBOW and Skip-Gram models using a Bié
LSTM model across three different vector sizes: 50,
100, and 300. Some significant differences afe“ob-
served in the results compared to the previells graph.
In Fig. 17, Fl-Scores for both CBOW<and Skip=
Gram models are slightly higher across allh¥ector
sizes. Specifically, F1-Score of CBOW ‘model tises
from 0.9097 at vector size of S0 to 0.9165 at 300.
Meanwhile, the Skip-Gram model Startsfat 0.9082 for
a vector size of 50, slightly lower thanits starting point
in the previous graph. Hewever, the model shows a
more dramatic improvementjachieving an F1-Score of
0.9218 at a vectoggsize of 300t differs from the pre-
vious graph, where the Skip2Gram, model experiences
a dip in performanceat a vector size of 100 before
recovering. Figureyl 9 alseishows a steady upward trend
for both models without any dips. The result signifies a
more stable and reliableimprovement in performance,
particularly for the Skip-Gram model, as the vector
size increases.

Figure 18 shows CM for the LSTM model con-
cerning the CBOW and Skip-Gram methods from
Word2Vec. In these results, the performance of the
two models in classifying Indonesian New Translation
Bible texts varies depending on the embedding method
used. In the LSTM model with CBOW embedding for
a vector size of 300, the classification accuracy shows
an uneven distribution of predictions compared to Skip-
Gram, where minority classes tend to be less well
classified. This outcome is observed from the higher
number of TP, although there is a slight increase in
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Fig. 18. Comparison of the Confusion Matrix (CM) for Long Short-
Term Memory (LSTM) models across embedding schemes at vector
size 300 with Old Testament (PL) and New Testament (PB).

FP.

Next, the analysis observes the CM result in Bi-
LSTM, as shown in Fig. 19. The Bi-LSTM model
with Skip-Gram embedding presents more consistent
results with fewer classification errors (FP and FN)
compared to CBOW. In general, these CM results show
that Bi-LSTM with Skip-Gram produces more stable
performance compared to LSTM, although LSTM with
Skip-Gram also offers power in handling certain class
variations.

Then, a paired t-test is conducted on ten indepen-
dent training runs during the process to confirm the
statistical significance of the performance advantage
of Bi-LSTM. The results show a significant differ-
ence in accuracy between Bi-LSTM and LSTM (p <
0.01), with a mean improvement of 0.37% (standard
deviation = 0.12). This improvement is meaningful
in the context of low-resource language processing,
where even marginal additions often require substantial
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Fig. 19. Comparison of the Confusion Matrix (CM) for Bidire¢tional
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schemes at vector size 300 with Old Testament (PR)fand New
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architectural innovation,

These results challenge the assumption that high-
resource language models can, be directly applied to
low-resource contexts without arehitectural adaptation.
By showing the importance of bidirectional processing
and context-aware embedding, the analysis advances
the development of culturally and linguistically inclu-
sive NLP systems. It means that it is important to
customize the architecture of NLP models for lan-
guages with limited data. Bi-LSTM, with its advantage
in capturing bidirectional context, points the way to-
wards building NLP systems that are more equitable,
inclusive, and suited to language-cultural diversity.

The research findings are consistent with previous
research. For instance, previous research has reported
that Bi-LSTM is more capable of capturing nuanced
information compared to unidirectional models [23].
Meanwhile, previous studies have also emphasized that
Bi-LSTM outperforms unidirectional LSTM in text

classification tasks because it considers context from
both directions [21, 22]. In line with these studies, the
results of this research further reinforce the evidence
that Bi-LSTM provides better performance in handling
contextual information. However, the research novelty
lies in demonstrating that the developed model is also
effective in addressing the more complex case of text
classification using the Bible written in a low-resource
language, thereby filling a study gap and contributing
to the broader understanding of Bi-LSTM applications
in underrepresented linguistic contexts.

Last, the research contributes to the NLP literature
by providing a novel comparative analysis of LSTM
and Bi-LSTM on Indonesian Bible text, a low-resource
and linguistically complex cospus. The findings empir-
ically validate the advantage of bidirectional context
modeling in Bi-LSTM and highlight the effectiveness
of Skip-Gram embedding for religious text classifica-
tion. Beyond techinical’outcomes, thefresearch offers a
reproducible pipeline thatsean inform the development
of NLP tools for Indonesian\and other low-resourced
languageS,” with potential applicability in digital hu-
manities.

1V» CONCLUSION

The classification of religious texts, such as the
Indonesian ‘Wew Translation Bible, has unique chal-
lengestinpNLP, particularly in low-resource languages
with rich morphological and contextual complexity.
To address the challenges, the research conducts a
comparative analysis of LSTM and Bi-LSTM, using
Word2Vec embedding, for the classification of Indone-
sian New Translation Bible texts. The major results ob-
tained during the analysis process are as follows. First,
the Bi-LSTM model consistently outperforms LSTM,
achieving 92.31% accuracy compared to 91.94% for
LSTM with a 300-dimensional Skip-Gram embedding.
This improvement originates from bidirectional con-
text modelling of Bi-LSTM, which captures nuanced
dependencies critical for distinguishing Old and New
Testaments themes. Second, although the performance
of CBOW is consistent across smaller vector sizes (50
and 100), Skip-Gram presents a clear advantage with
a 300-dimensional vector space. The model demon-
strates its ability to resolve semantic ambiguities in
context-rich texts, such as the Bible. Third, CM shows
that LSTM has difficulty in recalling New Testament
texts (the minority class) when combined with CBOW
embedding. Meanwhile, Bi-LSTM is more robust in
avoiding misclassifications.

The research enhances culturally inclusive NLP
tools by demonstrating the effectiveness of Bi-LSTM
and Skip-Gram embedding for classifying the Indone-
sian Bible. It highlights the importance of innovative
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architecture and context-sensitive embedding for low-
resource languages, setting the stage for a global
analysis of religious and heritage texts. The research
contributed significantly to the fields through a novel
methodological framework for evaluating LSTM and
Bi-LSTM performance in low-resource languages. The
contribution is validated on the linguistic complexity
of Indonesian Bible. Technically, it provides empirical
validation of bidirectional architecture of Bi-LSTM
and the effectiveness of Skip-Gram in the context of
religious text classification. In a practical manner, the
analysis delivers a reproducible pipeline for processing
Indonesian Bible text. It also offers valuable applica-
bility to digital humanities studies and the development
of multilingual NLP tools.

The research limitations include the focus on a
single religious text, the Indonesian New Transla-
tion Bible, and the hyperparameter optimization is
constrained to Word2Vec and LSTM variants. Future
researchers should extend the proposed framework to
other low-resource languages in Indonesia, such as
Sundanese and Javanese Bible translations. Further-
more, exploration of advanced contextual embedding,
such as BERT-ID or IndoBERT, should be warranted
to improve semantic representation. The integration
of Bi-LSTM architecture with attention mechanisms
presents a promising avenue for improved{accuracy.
Finally, methods such as Synthetic Minority Over=
sampling Technique (SMOTE) or Foealpl oss: should
be implemented to mitigate class dgimbalance resulting
from the uneven distribution of @Id Testament (74.4%)
and New Testament (25.6%) in the dataSet used in the
research.
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