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Abstract—The ability to detect emotions in short texts
is crucial because interpreting emotions on platforms like
Twitter can offer insight into social trends and responses
to specific events. Additionally, examining emotions in
product reviews assists companies in comprehending cus-
tomer sentiment, allowing them to improve the quality of
their products and services. Most research on Indonesian
language emotion detection utilizes statistical feature
extraction, with limited discussion on the impact of both
statistical and semantic feature extraction. Thus, the
research aims to detect emotions in short texts equipped
with an analysis of the impact of statistical and semanti¢
features. Analysis of the impact of statistical and semantic
features on short texts is necessary to identify),the niost
effective approaches, improve detection_accuraey, and
ensure that the developed systems .an bétter “handle
the variety and complexity of informal language. The
data used are a public dataset ofiginating from Twitter
texts and product review texts in e-cominerce. The re-
search utilizes statistical features such as Term Frequency
Inverse Document Frequency (TF-IDF) and semantic
features such as Bidirectional Encoder Representations
from Transformers (BERT). The evaluation results show
that using semantic features significantly improves the
performance of emotion detection in short texts by 13—
24%. It is higher thamjusing statistical features. Deep
Learning (DL) “algorithms, based on neural networks
have also been proven to outperform Machine Learning
(ML) algorithms in “detecting emotions in short text.
The experimental results and outlines show the potential
directions for future development.

Index Terms—Emotion Detection, Semantic Features,
Statistical Features, Machine Learning, Short Texts

I. INTRODUCTION

MOTIONS encompass an individual’s mental and
physical state connected to thoughts, feelings,
and behavioral reactions, which can be recognized
through speech and facial expressions [1]. Emotion
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detection attempt$ to captire‘@motional nuances from
data, which can belin sound, images, or text [2].
Shaver’s theory classifies emeofions into five basic cat-
egoriesy happinessglove,“sadness, anger, and fear [3].
The five \.emotional categories in the text data have
cértain lexicon words, such as the words “bad”, “hate”,
and “suspiciolis?gWhich tend to be associated with the
emotion of anger [4].

Social media becomes a new trend for interaction
and' eommunication, so the number of social media
users continues to increase, especially on Twitter [5].
Indonesia ranks third in the number of active Twitter
users in Asia Pacific [1], so making posts on Twitter (or
referred to as tweets) has great potential to be used in
emotion detection. Tweets are often posted in real-time
and provide insight into ongoing emotional trends in
society. As a result, public opinion on various topics,
such as politics or social issues, can be effectively
monitored via Twitter (which has changed its name
to X). When analyzing emotions in informal text
data, it is crucial to consider various sources, such
as social media discussions covering general topics
and consumer reviews on e-commerce platforms that
specifically focus on the experience of using products.

The rapid progress in e-commerce has also changed
people’s way of shopping to become completely online
because it can provide convenience and the offered
prices are more affordable for consumers. However,
there is a mismatch between the actual quality of the
product and the description provided by the sellers on
the e-commerce platform, resulting in many consumers
looking for product information through e-commerce
reviews that cover various aspects such as price or
service [6]. Automatic emotion detection is important
in product review texts in e-commerce because it can
help companies to understand customers’ feelings and
attitudes toward the products or services being sold
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Fig. 1. General description of text-based emotion detection.

based on their reviews [7]. Automatic emotion detec-
tion can aid governments, nonprofits, and companies
to create more effective policies and communication
strategies [8].

Previous research states five main stages for exfract-
ing emotions from the text (Fig. 1): data acquisition}
data pre-processing, feature extraction, emeotion detec-
tion, and results evaluation [2]. Data acquisition is the
process of collecting data for emotion detection. Text
data for emotion detection in Indonesian can be formal
or informal. The characteristicghof formal text are an
organized sentence structure, standard language; and
no use of abbreviations,[9]. Then, another previous
research uses formal Indonesiaimtextshfrom online
folk tales [10]. Detecting emotions in short sentences,
such as those found “on, Twitter or in e-commerce
product reviews, presents unique ‘challenges compared
with formal text. Daily humanycommunication creates
texts with distinctive features such as short sentences,
copious slang, irregular word structures, and abundant
abbreviations [11]. Detecting emotions from short text
sentences requires additional processing. Several pub-
lic datasets are available for detecting Indonesian lan-
guage emotions in informal texts. For example, dataset
developed by [1] uses text data from Twitter, and [4]
uses product review text data from e-commerce.

Next, data pre-processing is performed after the data
acquisition process [2]. Data pre-processing transforms
raw text data into a structured format [14]. The output
of the data preprocessing process is clean text data.
Then, feature extraction must also be performed before

being enteredfinto the"Machine Learning (ML) algo-
rithm to defermine the emotion. Feature extraction is a
methodfor represénting text documents into numerical
vectors becausé ML algorithms generally require input
innumerical“form [15]. Numerical vector representa-
tion from the text data feature extraction process can
produce more compact and easy-to-manage features,
even though raw text data can contain thousands or
millions of words.

Previous Indonesian text emotion detection research
primarily employs statistical feature extraction, specif-
ically, Term Frequency Inverse Document Frequency
(TF-IDF). Previous research [5] analyzes the public
emotionally via Twitter regarding government policies
during the COVID-19 pandemic. The feature extrac-
tion carried out in the research is TF-IDF, which
outperforms other feature extraction methods such as
FastText. Previous research [12] also detects emotions
in Indonesian on Twitter text data using TF-IDF statis-
tical features. Another previous research [10] identifies
emotions in Indonesian formal texts such as online folk
tales. TF-IDF converts fairy tale texts into numerical
vectors via ML algorithms before emotion detection.
Then, another previous research [13] uses TF-IDF
feature extraction for emotion detection in Indonesian
Twitter text and finds that statistical feature extraction
(TF-IDF) performs better than lexicon-based feature
extraction. TF-IDF concentrates on determining the
frequency of words in a text document [16] but fails
to encapsulate the intricate meanings conveyed through
the usage of words, particularly in emotion detection
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TABLE I

DIFFERENCES IN CONTRIBUTION WITH SEVERAL PREVIOUS RESEARCH REGARDING EMOTION DETECTION IN INDONESIAN TEXTS.

Author and Year of
Publication

Previous Research

Current Research

[5], 2023

[12], 2022

[10], 2016

[13], 2022

Detection of people’s emotions about government policies via
Twitter is conducted.

It does not perform statistical or semantic feature analysis.

It compares the performance of several Machine Learning (ML)
algorithms, such as Support Vector Machine (SVM), K-Nearest
Neighbor (KNN) and Decision Tree (DT).

Neighbor (KNN), and Decision Tree (DT), using statistical
features such as Term Frequency Inverse Document Frequency
(TF-IDF).

It detects emotions in Indonesians based on formal text data in
the form of online folk tales.

The statistical feature extraction method (Term Frequency
Inverse Document Frequency (TF-IDF)) represents text in a
numerical vector.

The Machine Learning (ML) algorithm used for emotion de-
tection uses Naive Bayes (NB), J48, Support Vector Machine
(SVM), and K-Nearest Neighbor (KNN).

The analysis carried out is only for the performance of the
Machine Learning (ML) algorithm.

Emotion recognition is performed using Indonesian Twitter
data.

The research only carries out Term Frequency Inverse Dec-
ument Frequency (TF-IDF) feature extraction analysisf with

The research analyzes statistical and semantic feature extraction
for emotion detection in informal Indonesian language texts,
including Twitter posts and e-commerce product reviews.

The algorithm uses for Deep Learning (DL)-based emotion
detection (Multilayer Perceptron (MLP)).

It conducts statistical and semantic feature extraction analysis
for emotion detection in informal Indonesian texts.

The algorithm used for emotion detection is Deep Learning
(DL) based on neural networks.

The research performs Indonesian emotion detection using in-
formal text data from Twitter and e-commerce product reviews.
The research analyzes the impact of statistical- and semantic-
based feature extraction on informal text because feature ex-
traction is an impeftant process in emotion detection to convert
raw text into néimerical vectors.

The algorithm uses for Deepplearning (DL)-based emotion
detection is MultilayerfPerceptron,(MLP).

The researchperforms-statistical and semantic feature extrac-
tion
analysis for emotion detection in informal Indonesian texts.

Lexicon.

scenarios.

The development of contextual embedding has led
to enhancements in feature extraction for Natural Ldn=
guage Processing (NLP) tasks, including emotionh de-
tection and sentiment analysis. Contextual embedding
is a vector representation of wofds, phrases, or texts
that consider context. Each word s given a unique
vector representation depending on other words in the
sentence or document ifiy question [17].5Considering
the context enhances the ‘aceuracy of word meanings
in a sentence. The Bidirectiohal Encoder Represen-
tations from Transformers (BERT), model, which uti-
lizes transformer-based,approaches to process text bi-
directionally, comsideringycontext from previous and
succeeding words, i$ha widely-used contextual embed-
ding method [18].

When the text data is represented as a numerical
vector, it can be processed by an ML algorithm for
emotion detection. Several previous studies [5, 10,
12, 13] mostly use ML algorithms such as Support
Vector Machine (SVM), K-Nearest Neighbor (KNN),
Decision Tree (DT), Naive Bayes (NB), or Random
Forest (RF). However, not many studies use neu-
ral network-based Deep Learning (DL) algorithms,
such as the Multilayer Perceptron (MLP) algorithm
in Indonesian language emotion detection. MLP can
effectively model nonlinear relationships between text
features and emotional labels in complex, nuanced, and
informal Twitter text data.

The res€arch adopts five main emotion detection
stages, s described [2]. Most research on Indonesian
language emotion detection utilizes statistical feature
extraction, with few studies examining the impact of
both statistical and semantic feature extraction. Infor-
mal short texts convey imply meanings or emotions
indirectly, which is necessary to analyze the impact of
semantic features and detect emotions that can help to
capture the implied meaning of short texts. The dif-
ferences between the contributions of the research and
those of previous studies are summarized in Table I.

Unlike previous studies, the main objective of the
research is to explicitly analyze the impact of sta-
tistical and semantic feature extraction for emotion
detection in short Indonesian text sentences. A compar-
ative research is conducted to answer several research
questions: 1) how is the performance of statistical
and semantic feature extraction for emotion detection
in short Indonesian text sentences? 2) Can semantic
feature extraction improve performance? 3) How is the
performance of ML and DL algorithms in detecting
emotions? The research results can pave the way for re-
searchers to develop more sophisticated analysis tech-
niques for emotion detection in short texts, such as the
exploration of multi-modal emotion analysis or recog-
nition of emotional expressions in various Indonesian
dialects. Moreover, feature extraction is crucial in NLP
tasks because ML/DL algorithms can only process
numeric inputs. Short informal text sentences with
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Fig. 2.

Flow diagram of emotion detection in Indonesian shett texts) using  statisticdl and semantic features with the Multilayer

Perceptron (MLP) algorithm. It has Term Frequency Inverse Document Frequency (FE-IDF) and Bidirectional Encoder Representations

from Transformers (BERT)

unique characteristics require in-depth study, so feature
analysis is performed using a neural{network-based
DL algorithm, such as MLP, for emotion‘dete€tion in
Indonesian short texts.

II. RESEARCH METHOD

The research adopts the fiveimain, stages for emotion
detection describedgby previeus research [2]. It con-
sists of (1) data acquisition, (2), data pre-processing,
(3) feature extraction, (4)emotion detection, and (5)
results evaluation. The researehers analyze the impact
of statistical and semantic extraction features on short
informal texts detecting emotions during the third
stage. Emotion detection relies on a neural network-
based DL method, specifically MLP. Figure 2 shows
the flow of the research method. The details of each
stage are explained in the following subsection.

A. Data Acquisition

The data used in the research are a public dataset
originating from Twitter texts [1] and product review
texts in e-commerce [4]. The review text is taken
from one of the largest e-commerce sites in Indonesia,
Tokopedia. Some product categories reviewed include

kids and baby fashion, electronics, beauty and body
care, and several other products. The total number of
product reviews in the public dataset reached 5,400
review texts, with the distribution of each emotion label
for love, happiness, anger, sadness, and fear being 809,
1770, 699, 920, and 1202 [4], respectively. Meanwhile,
the Indonesian language public Twitter dataset ws
taken from June 1, 2018, to June 14, 2018, with a
distribution of emotion labels of 1101, 1017, 997, 649,
and 637 for the emotions of anger, happiness, sadness,
fear, and love, respectively [1]. The data are adjusted
for each emotion label to have an equal representation
of 600 texts in both datasets, disregarding the issue
of data imbalance. The characteristics of each emotion
label are explained in Table II.

B. Data Preprocessing

In e-commerce and Twitter communications, texts
are written in an informal and everyday conversational
style to keep them casual and unstructured. Therefore,
preprocessing data is needed to make the two texts
cleaner and more structured before being fed into the
ML algorithm to detect emotions. The first stage of
data pre-processing is data cleaning, which includes re-
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TABLE II

DEFINITION OF EACH EMOTION LABEL AND EXAMPLE SENTENCES.

Emotion Labels

Sentence Characteristics of Each Label

Example Sentences (in E-Commerce)

Example Sentences (on Twitter)

Anger

Fear

Happiness

Love

Expressions that reflect a user’s anger,
frustration, or displeasure which can be
expressed explicitly through strong and
negative words.

Phrases that reflect users’ fears, worries,
anxieties, or insecurity.

Expressions that reflect the user’s hap-
piness, satisfaction, or joy can be
expressed explicitly through positive
words such as praise, appreciation, and
enthusiasm.

Expressions that reflect a user’s feelings
of love, warmth, admiration, or deep
affection for a product or service.

Pelayanan toko jelek, proses barang lam-
bat, di chat tidak menjawab, barang rata-
rata (Poor shop service, slow processing of
goods, no response to chat, average goods)

hati hati ada jebakan. be careful. judul dan
deskripsi tertulis Dart Game Besar 17 isi
paket: 1 buah papan Dart 17 INCH, keny-
ataannya, yg dikirim hanya ukuran 15 (15
INCH). be careful. ((Be careful, there are
traps. be careful. The title and description
say Dart Game Large 17. Package contents:
1 Dartboard 17 INCH. Only size 15 (15
INCH) was sent. be careful.)

Barang bagus, pengemasan aman, dapat
berfungsi dengan baik (Good item, safe
packaging, works well)

Cakep produk nya, rekomen bangét nih,
sesuai deskripsi (The productyis beautiful
and I highly recomimend it, according to the

Gemes bgt sama orang yg masih mengang-
gap wajar pelecehan sexual secara verbal
mau verbal atau fisik atau apapun, itu tetap
tidak dibenarkan! (I am annoyed with peo-
ple who still consider verbal sexual harass-
ment normal, whether verbal or physical. It
is still not justified!)

aku sama kayak kamu btw trauma sama
laki-laki karna ayah. semenjak lulus sekolah
aku puber suka cowo lah, cowo deketin
aku lah segala macem. aku kira trauma
ku sembuh tapi berkali-kali aku dikecewain
laki-laki (I'm just like you, btw. I am trau-
matized by men because of my father. Since
graduating from school, I have hit puberty. I
like guys, guys come close to me, all kinds
of things. I thought my trauma had healed,
but many times, I was disappointed by men)
alhamdutiliah, sekarang kurma bukan hanya
bisa di panen, di tanah Arab Saudi tetapi
Juga bisa di panen di Pekanbaru (Riau)
(Thank God, now dates can be harvested not
only inSaudi Arabia but also in Pekanbaru
(Riau))

gue sayang mereka ya allah. i want them
to be happy in their entire life, pen mereka
sukses, dapet jodoh yang baik, punya rumah

description)

Sadness Phrases that reflect the user’sgSadness,
disappointment, loneliness, of other neg-
ative feelings. These negative feelings
can take the form of feelings of dissatis-
faction with certain products ox sexvices

or complaints about bad experiences

Kecewa parah nggk berkah jualan gitu (very
disappeinted with no luck selling like that)

tangga yang langgeng, punya anak yg lucu,
gue selalu doa semoga kita ttp barengan
sampe udah gede, jd ibuibu, sampe nenek
nenek. (I love them, oh! my God. I want
them to be happy in their entire life, be
successful, find a suitable mate, have a long-
lasting household, and have cute children.
I always pray that we will stay together
until we are older and become mothers and
grandparents.)

kenapa sekarang bisa beda banget sama
pas sma ya di tanah rantau bener bener
sadar kalo gak semua orang itu bahagia,gak
semua orang itu tulus (Why is it so different
now from when I was in high school in over-
seas countries? I realize that not everyone is
happy and not everyone is sincere.)

moving links, extfa'Spaces, hashtags, the word retweet,
which is usually written as “RT2and punctuation.

Next, case folding ishperformed by changing all
text to lowercase.“Eliminating the difference between
upper and lower case'letters can reduce the number of
word variations that must be processed by ML algo-
rithms and increase the efficiency of emotion detection
tasks. The final data preprocessing stage is normaliza-
tion, which converts nonstandard text into a formal
form [19]. The previous research uses a colloquial
lexicon [20] to normalize informal texts because review
texts in e-commerce and texts on Twitter contain many
spelling errors, abbreviations, slang, and nonstandard
language styles. Normalization of an informal text
reduces misspellings, abbreviations, and slang words,
making it more straightforward for ML algorithms to
analyze and improve their performance.

After cleaning the text data, the researchers split it

into training and testing sets. Data splitting is useful
for evaluating how well a model can generalize the
patterns it has learned from training data to data it
has never seen before (testing data). The researchers
allocate 90% of the data for training and the remaining
10% for testing, following the methodology of [21].
The model’s pattern and feature detection capabilities
are refined using 90% of the training data.

C. Feature Extraction

The research uses statistical (TF-IDF) and semantic
(BERT) features for emotion detection in short infor-
mal texts and assesses their respective impacts. TF-
IDF assigns weights to words based on their frequency
and rarity across documents, enabling the identification
of significant terms relevant to emotion expression.
Meanwhile, BERT captures deep contextual represen-
tations by leveraging bidirectional encoding, producing
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meaningful vector embeddings that enhance text under-
standing. The research adopts a feature-based approach
with IndoBERT, averaging token embeddings from the
second-to-last hidden layer to extract semantic features
efficiently. These extracted features are then fed into
an MLP model chosen for its ability to learn complex
patterns and non-linear relationships in textual data.

1) Statistical Feature: TF-IDF gives higher weight
to words that appear frequently but rarely in a doc-
ument, so it can help to identify the most relevant
words in a particular context. The calculation of Term
Frequency (TF) in the first stage of TF-IDF involves
measuring the frequency of words in a document, with
more frequent words receiving higher TF values. The
formula for calculating TF is shown in Eq. (1), where
Wrr is the TF weight calculated using the logarithm
function. Then, ¢ represents a specific term (word)
within the text, and d denotes a particular document
in the corpus. The TF measures how often the term
t appears in document d, helping to determine the
relative importance of that term within the document.

{1 +10g,0(TFrq), if TF,q>0
Wrr, , =

. - (D
0, if TF,4<0

Next, the researchers calculate the Inverse Document
Frequency (IDF) to measure word rarity in the eb-
tire document collection. The IDF formula is @iven
by Eq. (2). The logarithm of the total number “of
documents is divided by the number ofddocuments
containing that word. It has [V as the aimber of text
documents and DF; or document frequency4as the
number of documents containing the word ¢. Words
frequently appearing in many decuments willthave a
lower IDF value, whereas words that rarely appear will
have a higher IDF value,[16].

N
WIDFt = loglo (DFt) . (2)

Next, the researchers multiply TF and IDF to obtain
the final score. The result ofithis multiplication is a
weight for each word in the document that reflects
the importance of that word in a particular document
relative to the entire collection of documents, as for-
mulated in Eq. (3). The W; 4 is the TF-IDF word
weighting. The results of word weighting using TF-
IDF form feature vectors can be used in ML models
for various applications, including emotion detection.

Wia=Wrrwa X Wipr,- (3

2) Semantic Feature: Semantic features are ob-
tained using BERT, which uses 12 encode blocks,
768 hidden dimensions, 12 attention heads, 512 maxi-
mum sequence lengths, and approximately 110 M total

Simple
W, Transformers
W, f
L i - | £,
Win Pre-trained
IndoBERT f768
Fig. 3. Feature-based approach for semantic features from pre-

trained IndoBERT.

parameters. The strategy fof using BERT is divided
into the fine-tuning approach and the feature-based ap-
proach [22]. The fine-tuning approachstarts by training
a BERT model onga,general language understanding
task using a lafge corpus, them,adding one or more
classification layers togthe'BERT model for a specific
task, suchy as ‘emotion detection. The feature-based
approagh'uses a BERT modeél trained to process the text
andgproduce afvector representation. The representation
is taken from the last layer or the average of several
layers. The vectorrepresentation produced by BERT is
stored as a feafure representing text. Next, a separate
ML model (such as a neural network) is trained using
the feature representations generated by BERT.

The research employs a feature-based strategy with
BERT’s robust feature representation for computational
and time efficiency, as shown in Fig. 3. The W rep-
resents individual words (tokens) from the input text,
which are then processed using Pretrained IndoBERT +
Simple Transformer to generate corresponding feature
representations. The resulting f denotes the extracted
feature vectors for each word, capturing contextual
semantics in a high-dimensional space.

The Simple Transformers library is applied in re-
search to extract activations from one or more lay-
ers without fine-tuning parameters in the original
BERT model. The research employs IndoBERT, a pre-
trained BERT variant from hugging face that has been
trained on informal Indonesian language data using the
base configuration. Then, the average pooling for the
second-to-last hidden layer of all tokens is calculated
to obtain semantic features with a vector size of 768
features. The resulting representation is input for the
ML algorithm for emotion detection.

D. Emotion Detection

The research uses a neural network-based DL al-
gorithm, namely MLP, because of its ability to learn
complex and non-linear patterns from text data on
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Twitter and e-commerce. MLP has a hidden layer that
can transform input data into a more complex represen-
tation, where each layer performs a non-linear trans-
formation using an activation function. With weights
and biases that can be updated through backpropa-
gation, MLP can also find the optimal representation
to separate existing classes. Unlike traditional ML
algorithms such as NB, it assumes that each feature is
independent and only calculates the probability of word
occurrence based on frequency so that it cannot capture
interactions between words [18]. Other traditional ML
algorithms, such as Logistic Regression (LR), can only
create linear decision boundaries. It limits usage to
datasets that can be separated linearly. The research
selects the MLP algorithm for emotion detection be-
cause of its advantages.

The basic structure of MLP is input, hidden, and
output layers [23], as illustrated in Fig. 4. First, data
are entered into the input layers. Then, each neuron
in the hidden layer receives the input and processes it
with a nonlinear activation function. The purpose of the
non-linear activation function (k) is to change the input
from the previous layer to introduce complexity and the
ability of the model to capture non-linear relationships
in the data. Next, the output of one hidden layer.af: "
becomes the input for the next hidden layer@”, and
so on until the output layer, which is formulated An
Eq. (4). The MLP model also attempts to find(the
optimal weight that minimizes thegprediction error
(Eq. (5)) by finding the optimaldveight vector (B:)
and minimizing the weight (B) of the total'loss of each
data instance. The loss function (L )isy¢hosen based on
the basis of the task at hand, such as a‘loss function for
classification. Symbol y,, iSithe actual labelof the data,
while f(z,; B) is the predietion made by the model.

aPe=(Bka 1) )
BY= mBi’nZL(yn,f(xn;B). (5)

The research usestthe Scikit-learn Library while
implementing the MLP algorithm. The hidden layer
used is (100, 5), where the first hidden layer consists
of 100 neurons to capture many features and patterns
from the input data. The second hidden layer consists
of five neurons that act as filters. They filter impor-
tant information learned by the first layer and reduce
complexity before it reaches the output layer. Multiple
hidden layers of different sizes can help the network
to learn more complex and detailed representations.

Next, the activation function used is Rectified Linear
Unit (ReLU), which is defined in Eq. (6). The f(x)
represents the activation function’s output, determining
a neuron’s activated value. The variable x is the input

Input 1St kth
layer dlidden Hidden
Iayer layer

Figa4. MLP algorithm structure consists of the input layer (z to
T )5 hiddén layer (a! to a¥), and output layer (y1 to yn).

to the function, resulting from a linear transformation
applied to the previous layer’s output. It is typically
computed as a weighted sum of inputs plus a bias term.

f(x) = max(0, z). (6)

Vanishing gradient is a problem that arises when
training neural networks, where a slight gradient causes
insignificant weight updates. The gradient is the deriva-
tive of the loss function over the parameters. As a
result, the training becomes very slow or even stops
altogether. ReLU is chosen because it can overcome
vanishing gradients. After all, the output is zero for
every negative input, and for every positive input, the
output is the input itself. Weight adjustments remain
substantial when the gradient stays constant at 1 for
positive values, ensuring effective learning [23].

E. Results Evaluation

The evaluation of model performance for emotion
detection can be analyzed by obtaining a confusion
matrix. The evaluation table shows the number of
correct and incorrect predictions for each class [24].
The emotion detection labels in the research consist
of five emotion labels (love, happiness, anger, sadness,
and fear) as a multiclass classification. The confusion
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matrix for multiclass classification is an extension of
the confusion matrix for binary classification. If there
are n classes, the confusion matrix will be a matrix of
size n X n. Rows represent actual labels, and columns
represent predicted labels. Each cell in the matrix (z, 7)
indicates the number of examples whose actual class
is ¢ and is predicted as j by the model.

Based on the confusion matrix, precision, recall,
Fl-score, and accuracy can be calculated for each
class and overall using Eq. (7)—(10), respectively. True
Positive (TP) is the number of cases in which the
model correctly predicted the positive class. False
Positive (FP) is the number of cases where the model
incorrectly predicts the positive class (prediction is
positive but the actual result is negative). In contrast,
False Negative (FN) indicates the number of cases
where the model incorrectly predicts the negative class
(the prediction is negative but the result is positive).

Precisi TP, )
recision; = ——————,
TP, + FP;

TP,

Recall; = ——— 8

= TR PN, ®

F1-Score; = 2 x Prec%s%oni X Recalli7 ©)
Precision; + Recall;

r TP
Accuracy = 2i=1 (19)

Total Samples

III. RESULTS AND DISCUSSION

Emotion detection is performed using two datasets,
informal Indonesian texts on Twitter and reviews on e-
commerce, with five emotion labels. Neural‘network-
based DL algorithms such as MLP,are used to train,and
test data proportions of 90% and 10%. To analyze the
impact of statistical andgemantic featute extraction for
emotion detection in short ndonesian’ text sentences,
the researchers examine, theiriperformance differences,
as shown in Table III. "[he El:score for semantic
feature extraction is 0.72 higher than the 0.58 F1-
score for statistical feature extraction when using the
same Twitter dataset. Fl-score improves by 24.14%
according to Eq. (11) (X is the new value, and Y is the
old one). The same thing also happens in the review
dataset in e-commerce, where the F1l-score obtained
with semantic feature extraction (0.60) is superior to
the F1-score obtained with statistical feature extraction
(0.53), with a performance increase of 13.21%.

X-Y
%Increase = (Y) x 100%. (11)

The results show that semantic feature extraction
is better than statistical feature extraction in informal
Indonesian text, with a 13—24% performance increase.

Obtaining evaluation scores using BERT as semantic
features offers rich semantic information by convert-
ing words or phrases into meaning-reflective vectors,
making model understanding more accessible. In the
context of emotion detection, emotions are conveyed
through extensive sentences or paragraphs. TF-IDF
cannot comprehend sentence context and word rela-
tionships using the statistical feature. The reason is
that the TF-IDF calculation considers the frequency
of occurrence of words independently and the char-
acteristics of informal texts, which tend to be short,
so models with statistical features fail to understand
polysemy well. Polysemy means that different words
have the same meaning in a certain context or that one
word can have different meanings depending on the
context [22].

Next, the confusion matsix4fom the MLP algorithm
with statistical featuses on the e-commerce dataset is
shown in TabledlV, representingyth€ Towest evaluation
results. The numbersgon-the, top left to bottom right
diagonal show the"amount of data correctly classified
for eagh emotion label, whereas the numbers outside
the diagonalShow the“prediction error by the model.
Around, 32 pieces of data are correctly predicted as
happy ‘emotions,but many models misclassify them
as\love. Theysame thing happens with love, where 41
pieces of data'are correctly predicted as love, but many
of the models misclassify them as happy emotions.

Table V details the statistical and semantic mistakes
in the model’s predictions for short texts. The first
example sentence in Table V indicates the context of
love and the optimistic anticipation of the beloved’s
future, making it a representation of love. However,
because the word “happy” is used in the first example
sentence, a model with statistical features (TF-IDF)
incorrectly classifies it as happiness. The second ex-
ample sentence conveys a sense of contentment and
security, as suggested by the terms “mantap (steady)”
and “aman (safe)”. In another setting, these words
can convey love or appreciation. Statistical models
may struggle to distinguish emotions accurately from
short texts, such as those on Twitter or e-commerce
reviews. The same thing happens in the third example
sentence, where the sentence also shows appreciation
and possible love for the services provided. However,
the positive nature of the review makes it easy for
the model to classify happy emotions using statistical
features. The inability of statistical features such as
TF-IDF to capture nuances and emotional context in
short texts often results in misclassifying the emo-
tions of love and happiness. Meanwhile, when using
semantic features such as BERT, the three sentences
are correctly classified according to the actual label
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TABLE III

EVALUATION RESULTS OF THE MULTILAYER PERCEPTRON (MLP) ALGORITHM FOR EMOTION DETECTION IN TEXT DATA ON

TWITTER AND PRODUCT REVIEW IN E-COMMERCE USING SEMANTIC AND STATISTICAL FEATURES.

Feature Extraction Dataset Precision  Recall ~ Fl Score  Accuracy
Semantic (BERT) E-Commerce 0.60 0.60 0.60 0.60
Twitter 0.72 0.72 0.72 0.72
Statistical (TF-IDF) E-Commerce 0.54 0.53 0.53 0.53
Twitter 0.63 0.56 0.58 0.56

TABLE IV

CONFUSION MATRIX FROM THE MULTILAYER PERCEPTRON (MLP) ALGORITHM FOR EMOTION DETECTION IN E-COMMERCE
DATASET USING STATISTICAL FEATURES.

Predicted Labels

Happiness ~ Sadness  Fear  Love  Anger
Actual Labels ~ Happiness 32 1 1 12
Sadness 1 40 16 1
Fear 1 21 25 16
Love 16 6 1
Anger 1 15 15
TABLE V

EXAMPLE OF MISPREDICTED SENTENCES IN EMOTION DETECTION USI

M TWITTER AND E-COMMERCE.

#  Short Text Sentences in
Indonesian

Short Text Sentences in

Statistical Feature (TF-IDF)

English

ed Label

Actual Label

Predicted Label

1 gue sayang mereka ya allah. i
want them to be happy in their
entire life, pen mereka sukses,
dapet jodoh yang baik, punya
rumah tangga yang langgeng,
punya anak yg lucu, gue se-
lalu doa semoga kita ttp baren-
gan sampe udah gede, jd ibuibu,
sampe nenek nenek.

2 mantap barang nyaa aman alham-

dulillah

3 pelayanan bagus besok2 order
lagi

4 ini bener2 bikin balik

kanan nangis jejerita
di rumah mbak di tri

5  aku sama kayak
sama laki-laki karn
Jjak lulus sekolah aku
cowo lah, cowo deketin aku lah
segala macem. aku kira trauma
ku sembuh tapi berkali-kali aku
dikecewain laki-laki

6  besi pengganjal ga ada...jd ga
bisa mengunci ...

7 westerima kenyataan mbah, anak
lanange lebih kelihatan muda
menawan, tegap dan gagah, ke-
timbang suaminya cemburuuuuu
suami merasa anak lanange lebih
sering dibanggakan dari pada
suamine dewe

I love them, oh! my God. I
them to be happy in thei

tomorrow I will or-

me scream and cry.
home in Trihanggo,
I washed clothes again in the
evening and continued to dry them
besides the house. and... it’s like
eone is whistling. even though
dark. When I looked at it, it
was, my gosh. His mori cloth had
already faded, and his face was
black.

T'm just like you, btw. I am
traumatized by men because of
my father. Since graduating from
school, I have hit puberty. I like
guys, guys come close to me,
all kinds of things. I thought
my trauma had healed, but many
times I was disappointed by men
There’s no iron stop ... so it cannot
be locked ...

just accept reality, grandma, her
son looks younger, charming,
sturdy, and dashing, rather than
her husband. jealous. husband
feels that his son is more prided
upon than him

Happiness
Love

Fear

Fear

Sadness

Sadness

Love

Happiness
Love

Fear

Fear

Sadness

Love

Love

Happiness
Love

Fear

Fear

Sadness

Sadness

Happiness

Love
Happiness

Sadness

Sadness

Fear

Sadness

Note: Bidirectional Encoder Representations from Transformers (BERT) and Term Frequency Inverse Document Frequency (TF-IDF).
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TABLE VI
PERFORMANCE COMPARISON OF SEVERAL ALGORITHMS USING SEMANTIC FEATURES ON TEXT DATA FROM TWITTER.

Evaluation Metrics

Model .

Precision  Recall ~ Fl-Score  Accuracy
Multilayer Perceptron (MLP) 0.72 0.72 0.72 0.72
Decision Tree (DT) 0.56 0.56 0.56 0.56
Naive Bayes (NB) 0.63 0.63 63 0.63
K-Nearest Neighbors (KNN) 0.63 0.65 0.64 0.65
Logistic Regression 0.65 0.66 0.65 0.66

because BERT can consider the context of the words
in the sentence more effectively in detecting emotions
in informal text.

Based on Table IV, 40 data instances are correctly
classified as sadness, but several statistical feature
models mistakenly identify them as fear. The same
thing happens with the fear. Around 25 data instances
are correctly predicted as fear, but many models with
statistical features misclassify them as sadness. The
main reason for the prediction error between the fear
and sadness labels in models with statistical features
is that these two emotions often use similar words or
have similar negative nuances. Words indicating fear
and sadness can overlap in their use, especially in a
negative context.

For example, the fourth example sentence, whi€h
describes a frightening situation, clearly showS_ the
emotion of fear, as shown in Table V. Howeyer, be=
cause the word “nangis (crying)” is usually‘associated
with sadness. Models with statistical features such' as
TF-IDF incorrectly classify the emotionas sddness.
In short texts, it is not always possible to ‘distinguish
varying emotions because of iusufficient context, TF-
IDF’s effectiveness in detecting emotions in short'texts
is diminished because of.its relianceysolely on word
frequency. The fifth sentence“in'Table W, also shows
the existence of ongQing trauma and fear toward men,
making it more suitableto,be categorized as fear. How-
ever, the use of the word <dikecewain (disappointed)”
which can lead to the emotion of sadness. It causes
misclassification by TF-IDF.

Sentence number seven exhibits errors in BERT’s
semantic features in Table V. The error by BERT is
caused by a mixture of languages, such as Indonesian
and Javanese, which cause errors in understanding the
emotional context. Javanese is a regional language
commonly used by people living on Java island in
Indonesia. The Javanese phrase “westerima kenyataan
mbah (just accept reality, grandma)” is unknown to the
Indonesian-trained BERT model, potentially disrupting
its semantic comprehension. However, models with
statistical features like TF-IDF accurately predict emo-
tions in mixed-language sentences despite disregarding
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sentence structure and syntax. TF-IDF disregards word
relationships within sentences, focusing solely on word
frequency in a document. For example, the word “cem-
buruuuuu (jealousyyyyy)” is recognized as a variation
of “cemburu (jealousy)” andigiven equal weight. So,
it aids in the proper classification of the emotion and
makes it more resistant {to thedinterfetence of mixed
languages in a sentence.

Next, the researchers examinegthe effects of se-
mantic and statisticalgdspects in brief and assess the
ML algorithm’sZ@motional /detection competency, as
displayéd in Table VI. The result achieve the best
performance gbased “on“the data from Table III. It
includes seémantic features from BERT on the Twitter
dataset. The researchers analyz the Twitter dataset
employing  Semiantic features to evaluate various ML
and DL techniques, including MLP, tree-based DT,
probability-based NB, distance-based KNN, and LR.

DT is set up with a Gini criterion and max_depth of
7. [18]. The criterion function assesses the suitability of
the split condition for guiding the input value toward
the appropriate leaf node. The Gini index is selected
for its ability to quantify a category’s impurity in
distinguishing an attribute [25]. The research employs
Gaussian NB because of its compatibility with contin-
uous vector input and Gaussian assumptions.

At the same time, KNN uses a parameter of eight
neighbors based on the empirical results in previous
research [26], indicating optimal performance in the 5—
11 neighbors range. The number of nearest neighbors
(K) or n_neighbors functions to predict categories in
testing sample data [27]. Then, parameter used for LR
is max_iter of 1000. It aims to set the maximum num-
ber of iterations. The optimization algorithm is carried
out to find a convergent solution. A value of 1,000
indicates that the LR algorithm attempts up to 1,000
iterations to reach convergence. The parameters used
for MLP are the same as those described previously.

In the evaluation results in Table VI, the DT algo-
rithm displays an inferior F1-score of 0.56 for detect-
ing emotions in short informal texts. DT algorithms
struggle to generalize from informal text data, such
as tweets and e-commerce product reviews, because
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of their variability in language use, including slang
and grammatical errors. The algorithms can mistake
them for legitimate patterns. Moreover, the DT model
excessively fits the training data. When compared to
other studies, such as [12], which uses the statisti-
cal TF-IDF feature on the Twitter dataset [1] with
two different algorithms, namely DT and KNN, it
is only able to produce Fl-scores of 0.51 and 0.49,
respectively. Meanwhile, the research using the BERT
semantic feature on the same dataset with a similar
algorithm produces a higher F1-score, around 0.56 for
DT and 0.64 for KNN. This comparison confirms that
using BERT semantic features can improve classifier
performance in emotion detection compared to the
statistical TF-IDF feature due to BERT’s ability to
understand context and relationships between words
through bidirectional learning [9].

Among other algorithms like DT, NB, KNN, and
LR, the MLP algorithm achieves the best performance.
MLP’s advantage comes from its utilization of hidden
layers with nonlinear activation functions, like ReL.U,
which enables the network to represent nonlinear re-
lationships between features and labels. In informal
texts, slang, abbreviations, and unstructured grammar:
can lead to variation and uncertainty. MLPs, due_to
their ability to model non-linear relationships, can
capture complex patterns and interacting fe@tures that
simple linear models cannot. MLP includes fegulation
techniques to minimize overfitting ongneisy ‘training
data.

IV. CONCLUSION

The research successfully analyzes thedmpact of sta-
tistical and semantic featuresyon short texts, including
tweets and Indopesian_e-commerce product reviews.
The research  alsotconsidersi@thics. During the data
processing proecess, attention is given to privacy by
deleting informatien thathcan reveal the identity of
Twitter users or the'names of reviewers’ accounts on e-
commerce platforms. Semantic feature extraction with
BERT has been proven to provide better results than
statistical feature extraction with TF-IDF in emotion
detection in short texts. BERT can better understand
sentence context because it produces high-dimensional
vector representations which are rich in semantic in-
formation. It allows the model to capture the nuances
and emotional context of short texts more effectively.
Informal texts with emotionally similar keywords or
nuances challenge TF-IDF, making them prone to mis-
classification due to their inability to grasp contextual
relationships.

Several characteristics associated with short informal
texts influence feature extraction outcomes, including
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(1) linguistic variants and slang, (2) language mixture,
and (3) sentence context. First, informal texts often use
nonstandard language, slang, and abbreviations, which
are difficult for statistical methods such as TF-IDF to
understand because these methods only look at word
frequencies without considering the context. Second,
language mixing can hinder BERT’s contextual under-
standing if it is not adequately trained with diverse
data. TF-IDF is more robust to interference because
it determines word weight solely based on frequency,
disregarding sentence structure or syntax. Third, BERT
is superior in capturing the full sentence context,
whereas TF-IDF can only view words independently.
In addition, the MLP algorithm, a neural network-
based DL algorithm, dsgmore flexible and adaptive to
variations and ung@rtainties in informal text because
of its ability to model nonlineas, relationships between
features and labels:“Regulation fechniques in MLP also
reduce oyérfitting, which is¢a” common problem in
algorithims like D¥gen varying training data.

The research is limited to comparing statistical and
sémantic features of short informal texts, not to the
extent 4of comparing them with long formal texts
suchfas news texts. Further research should be done
to’ developda more comprehensive dataset, which is
applicable” to lengthy formal texts, including mixed
languages and regional dialects. Improving models and
algorithms for text-based emotion detection in Indone-
sian can also be achieved using ensemble techniques
that combine several models to increase prediction
accuracy. In addition, language mixtures in sentences
can be handled by developing multilingual models
that can handle language mixtures more effectively or
by data augmentation, which adds training data with
mixed language sentences to train the model to under-
stand language variations. Thus, the research results
can provide practical value in business and product
development for further research to prioritize handling
product problems in e-commerce based on emotional
intensity or developing product features based on emo-
tional feedback. The results can also provide practical
value in various social and organizational contexts,
such as measuring public reactions to new policies
or identifying issues that trigger strong emotions in
society.
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