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Abstract—Indonesia is the world’s fourth most popu-
lous country and has a diverse sociopolitical landscape.
Political fake news exacerbates existing social divisions
and causes political polarization in Indonesian society.
Hence, studying it as a specific challenge can contribute
to broader discussions on the impact of fake news in
different contexts. The researchers propose a hoax news
detection system by developing a deep learning model
with various lapses against a data set preprocessed using
term-frequency and token filtering to represent the most
prominent words in each class. The researchers compare
the layers with the potential to have high performance
in predicting the falsity of Indonesian political news
data by observing the models based on training history
plots, model specification, and performance metrics in the
classification report module. The deep learning models
include One-Dimensional Convolution Neural Networks
(1D CNN), Long-Term Short Memory (LSTM), and
Gated Recurrent Unit (GRU). The news data are obtained
from the Kaggle site, containing 41.726 rows of data.
Based on the experiments with the text data that has
been preprocessed in the form of vectors and the specific
parameters before starting, the results show that GRU
achieves the highest performance value in accuracy,
recall, precision, and F1 score. Although GRU becomes
the model with the smallest file size, it is the slowest
model to generate predictions from text news data. It
also has a higher potential to be an overfitted model due
to parameters than a simple RNN.

Index Terms—Deep Learning Model, Political Hoax
News Detection, Text Classification

I. INTRODUCTION

OMMUNICATION has shifted after the mid-
1990s. Facebook, Twitter, Instagram, and What-
sApp help people to share real-time information across
networks. Online social networks are essential for com-
munication and information exchange because they are

Received: Dec. 02, 2023; received in revised form: June 10, 2024;
accepted: June 10, 2024; available online: Aug. 21, 2024.
*Corresponding Author

easy to use, rapid, and cheap. Hence, most social media
users get news online. Due to the rise of online social
networks, the Internet is excellent for distributing fake
news, such as false content, reviews, rumours, ads,
political statements, satires, and more [1].

Fake news is widely acknowledged as one of
the most significant challenges facing democracies,
journalists, and economies in recent years [2]. The
widespread use of fake news to confuse and persuade
Internet users with skewed information has made it a
severe worry for industry and academics. In addition,
a vast amount of false and misleading material is
manufactured and disseminated on the Internet, posing
a threat to online social groups and devastatingly
affecting Internet activities such as online shopping
and social networking [3]. The spreading nature of
false news impacts millions of individuals and their
environments, making it difficult to detect and identify
fake news on social media platforms [1]. For example,
some political events, particularly the debatably close
Brexit vote in the U.K. and Donald Trump’s narrow
victory in the U.S. presidential election of 2016 have
sparked a surge of interest in the concept of “fake
news”, which is hugely thought to have significantly
impacted the results of both political campaigns [4].

As fake news, hoaxes are frequently portrayed as the
“dirty” side of politics to denigrate political opponents
rather than provide valuable facts, depending more on
feelings than logic. The broad use of false news to
mislead and convince Internet users is also prevalent
in Indonesia. In the 2019 Indonesian presidential and
parliamentary elections, hoaxes spread on social media
to create distinctions between the two presidential
candidates (the Jokowi and Prabowo camps) [5].

However, political democracy requires the free flow
of information and mainstream mass media journalism.
Although hoaxes spread on social media are a severe
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threat to democracy, because the weight of the informa-
tion spread cannot be measured, the speed at which it is
delivered—without factual confirmation—turns it into a
hoax that harms majority [6]. Furthermore, the impact
of the spread of hoaxes has negative repercussions and
hurt several parties. Hoaxes can also create losses from
various perspectives, including time and money, public
fear, and deterioration of social relationships, among
others [7].

There are some of the literature studies that discuss
Indonesian hoax news detection and proposed tech-
niques that build into the system. First, previous re-
search has compared several supervised text classifica-
tion tasks, such as Long Short-Term Memory (LSTM),
Gated Recurrent Unit (GRU), Support Vector Ma-
chine (SVM), Naive Bayes (NB), and 1 Dimensional-
Convolutional Neural Network (1D CNN) and used
Term Frequency-Inverse Document Frequency (TF-
IDF) to eliminate the most common terms and extract
only the most relevant terms from the corpus. The
results indicate that 1D CNN achieves the highest
performance value of 97.9% even though 1D CNN
is well known to perform better in image and vi-
sual recognition due to its ability to capture semantic
information of the text and its flexibility to classify
larger datasets. The 1D CNN model contains the
tuned hyperparameters, including 128 filter size with
five kernel size, default stride, Rectified Linear Unit
(ReLU) activation function, and GlobalMaxPooling1D
to sample down feature maps [8]. Second, another
previous research proposes a hoax detection system
using readers’ feedback and a text-matching approach
using NB algorithm. It consists of four stages: pre-
processing, similarity calculation, classification, and
class determination. The results show that NB com-
bined with probability-based feature selection of 0.2
achieves the best accuracy value of 0.87. Meanwhile,
the other performance values, such as precision, recall,
and f-measures, are 0.91, 1, and 0.95, respectively [9].
Third, previous research has compared supervised
text classification tasks such as Multilayer Perceptron
(MLP), NB, Random Forest (RF), Support Vector
Machine (SVM), and Decision Tree (DT) through
the tokenizing process, case folding, normalization,
filtering, stop words removing, stemming, and TF-

IDF weighting using unigram and bigram features. The
results indicates that RF algorithm has the highest per-
formance value for accuracy and F1 score calculation
of 76.47% and 74.24%, respectively [7].

Based on a review of related works, previous re-
searchers have utilized supervised learning tasks to de-
tect hoax or fact news on their datasets and conducted a
performance comparison of model prediction to the test
data split. Meanwhile, the research proposes applying
supervised learning tasks in the form of several deep
learning models to detect fake news in Indonesian
political information equipped with an intimate text
preprocessing phase. Thus, the research aims to elim-
inate fake news from a diffuse pool of information to
reduce the quantity of misinformation because political
news can be entirely made up and manipulated to
gain attention as well as designed to mislead readers.
The research also conducts supervised text classifica-
tion tasks using various layers from different neural
network types to clean the most common terms and
release the most relevant terms from the corpus. To
summarize, the major contribution of the research is
the comparative analysis of basic layers in the deep
learning model from different neural networks, with
the aim of sorting news facts and hoaxes based on
binary classification tasks. Furthermore, the research
provides insights into the deep learning model usage
in supervised learning tasks for text that completely
with performance analysis during the training phase.

II. RESEARCH METHOD

The research has four main stages: retrieving data
(data loading), text preprocessing, training model, and
evaluating the model. Those stages have different ac-
tions to execute and various throughputs. The stages
can be seen in Fig. 1

A. Data Loading

Data loading refers to taking data from a source
file and importing it into a data frame type as
a programming variable. The news data are ob-
tained from the Kaggle site, entitled “Indonesian Fact
and Hoax Political News”. It contains 41.726 rows
of data from https://www.kaggle.com/datasets/linkgish/
indonesian-fact-and-hoax-political-news.
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TABLE I
DATASET DISTRIBUTION.

Label Source %
Fact CNN, Kompas, Tempo 21.342
Hoax Turnbackhoax 10.384

The dataset provides several columns, including title,
timestamp, full text, tags, author, and URL. However,
in the research, the researchers focus on processing
data in the ‘full text’ column with the aim of hoax
detection based on the article. Based on the data,
news is gained from the famous news portal website.
Meanwhile, the hoax news obtained from Turnback-
hoax refers to a community website that fights the
circulation of hoaxes in Indonesia. The website has
been recognized by the Ministry of Communication
and Information of the Republic of Indonesia. The
dataset distribution is in Table 1.

Next, a word cloud is a visual representation of a
group of words that appear in a collection of text to
facilitate understanding of the frequency and distribu-
tion of words in a text and identify the main topics
contained in the text [10]. Words that appear more
frequently in the text are displayed in a larger size
and are more prominent in the word cloud. Meanwhile,
words that occur less frequently are displayed in a
smaller size.

Datasets containing news containing facts tend to
describe many words from figures who play a role
in politics. It can be observed in the representation
of words such as “kata” and “Jokowi”. Meanwhile,
datasets containing news containing false information
tend to display comments from social media users. It
is shown in the representation of words such as “akun”
and “sebur”. With clearly visible differences in the
distribution of the number of words spread across the
dataset, it is easy for the model to give high weight
to significant words in determining fact or hoax news.
Figure 2 shows the word cloud.

B. Text Preprocessing

Text preprocessing is an essential stage in the pro-
cess of mining textual data that encompasses the purifi-
cation and conversion of raw data into a structure that
can be conveniently scrutinized by machine learning
algorithms [11]. This stage aims to enhance the calibre
of the textual information, optimize the effectiveness
of subsequent analysis, and tackle obstacles associ-
ated with noise, incongruities, and fluctuations in the
text [12]. The research uses five steps according to the
system’s needs. The text preprocessing steps are bro-
ken down into the following details. First, tokenization
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Fig. 2. Data of word cloud: (a) Word frequency of facts news data,
(b) Word frequency of hoax news data.

TABLE 11
EXAMPLE OF TEXT DATA TOKENIZATION PROCESS RESULTS.

Textual Raw Data Tokenization

Jakarta, CNN  Indonesia ‘jakarta’, ‘cnn’, ‘indonesia’,
— Mantan Gubernur DKI ‘mantan’, ‘gubernur’, ‘dki’, ‘jakarta’,
Jakarta  Anies  Baswedan ‘anies’, ‘baswedan’, ‘menghadiri’,

menghadiri acara Tasyakuran ‘acara’,‘tasyakuran’

frequently becomes the first step in various Natural
Language Processing (NLP) tasks, especially in text
classification. This step removes punctuation, symbols,
and numbers as nonalphabetic characters from raw
textual data. Tokenization aims to create meaningful
units that can be further processed called tokens, which
can be words, phrases, or other text elements [13].
Another preprocessing step is lowercasing all letters
in all words, with the objective of data normalization,
which reduces the potential for inconsistencies caused
by the words or phrases that are capitalized differently
in the original text being treated as the same word [13].
The example of text preprocessing can be seen in
Table II.

Second, stop words are so prevalent in a corpus that
their presence can become uninformative. Stop words
frequently get eliminated during open vocabulary text
mining preprocessing, and removing them decreases
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TABLE III
EXAMPLE OF STOP WORDS REMOVAL PROCESS RESULTS.

Textual Raw Data Stop Words Removal

‘pembina’, ‘gerindra’, ‘pembina’,  ‘gerindra’,  ‘menteri’,
‘yang’,  ‘juga’, ‘menteri’, ‘pariwisata’,  ‘ekonomi’, ‘kreatif’,
‘pariwisata’, ‘dan’, ‘sandiaga’, ‘uno’, ‘hingga’, ‘menteri’,
‘ekonomi’, ‘kreatif’, ‘bumn’
‘sandiaga’, ‘uno’, ‘hingga’,
‘menteri’, ‘bumn’

TABLE IV

EXAMPLE OF LEMMATIZATION PROCESS RESULTS.

Textual Raw Data Lemmatization

‘ibu’, ‘pengajian’, ‘mewujud- ‘ibw’, ‘aji’, ‘wujud’, ‘hasil’, ‘didik’,

kan’, ‘keberhasilan’, ‘pen- ‘keluarga’, ‘kata’
didikan’, ‘keluarga’, ‘men-
gatakan’

TABLE V
EXAMPLE OF TERM-FREQUENCY PROCESS RESULTS.

Word Term-Frequency Process
‘ibu’ 4
‘kata’ 5
‘jakarta’ 2

computation time [14]. The elimination of stop words
is a commonly accepted principle in text preprocessing.
Howeyver, it cannot be considered a definitive mandate.
The example is in Table III.

Third, lemmatization is a text preprocessing tech-
nique that involves removing word suffixes to trans-
form them into their root form, called a lemma. Re-
ducing words to their lemmas helps to achieve a better
normalization and maintain the semantic integrity of
the text [14]. For instance, the lemmatization process
converts words like “running”, “runs”, and “ran” to the
lemma “run”. The example can be seen in Table IV.

Fourth, term frequency is a text preprocessing tech-
nique that counts the number of times a term appear-
ing in a document. It is a fundamental statistic that
provides insights into the relevance of a term within
a document, including keyword extraction, document
ranking, and information retrieval [15]. Meanwhile,
TF-IDF calculates the importance score of a term in a
collection of documents. The example can be seen in
Table V.

Fifth, token filtering refers to the text preprocessing
of eliminating tokens (i.e., words or phrases) from a
text corpus based on their frequency of occurrence
that does not contribute significantly to the analysis.
Setting a threshold simplifies the document’s repre-
sentation and improves the efficiency and effectiveness
of text-mining algorithms. Equation (1) shows ounting
the number of words (w;) in the document (d) and

transforms it into frequency matrix (Fy). After that, the
researchers select words as keywords by the threshold
of their frequency (thg) that describes the half of
maximum term frequency score, as shown in Eq. (2).
Then, the researchers apply a filter threshold (thg) to
the term frequency matrix (F,) to reduce the number
of terms. It is formulated in Eq. (3).

Fiy=|fwd: - fw.al , W €d, (D
thy = %max{Fd}, 2)
Fq = {fwdlfw,da > tha} ,w € d. 3)

Sixth, data normalization transforms data into a stan-
dard scale or range and eliminates inconsistencies and
variations to improve the accuracy and effectiveness
of further steps. It aims to bring different features
or variables onto a comparable scale, enabling fair
and meaningful comparisons between them [16]. The
researchers choose Z-Score (as shown in Eq. (4)) to
normalize term frequency score after token filtering
by threshold because it standardizes features by trans-
forming them to have a mean of 0 (shown in Eq. (5))
and a standard deviation of 1 (shown in Eq. (6)). It
ensures that the features are on a comparable scale
and prevents the dominance of certain variables based
on their original scale or the disproportionate influence
of the results [17].

“4)

S

(6)

C. Model Training

During this phase, the model is optimized to min-
imize a loss function. It measures the difference be-
tween its predicted output and the actual output by
learning the underlying patterns to make accurate pre-
dictions on data with unrecognized patterns [18]. Es-
pecially for deep learning models, they must be trained
to optimize their performance on a labelled dataset be-
cause the model adjusts its internal parameters to learn
complex representations and hierarchical features from
the data [19]. The researchers train three different types
of simple deep learning models to discover the most
efficient and effective layer in building a high-accuracy
Indonesian political fake news detection system. The
layers are LSTM, 1D CNN, and GRU to handle the
text classification in this case. The researchers split
data into stratified random train and test subsets to
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TABLE VI
DATA SPLIT NUMBERS.

Subset  Numbers  Percentage

Train 28.182 90%

Test 3.132 10%
TABLE VII

HYPERPARAMETERS USED IN THE RESEARCH.

Hyperparameters ~ Value
Optimizer Adam
Learning rate 0.001

Loss function binary_crossentropy

understand how well the deep learning model performs
and compares its performance against other models or
benchmarks. Splitting the data also ensures that the
model is evaluated on independent data, which can
obtain a more accurate estimation of its generalization
ability in real-world scenarios. The data split numbers
are in Table VI

Deep learning models typically require much data
to achieve optimal performance [20]. K-fold cross-
validation uses available data better by training the
model on different training and validation subset com-
binations. This method helps to mitigate the risk of
overfitting because the model is exposed to a greater
variety of training instances. K-fold cross-validation
ensures that each fold represents a diverse portion of
the data. Each fold likely contains a proportional rep-
resentation of different classes or data characteristics,
providing a more balanced assessment of the model’s
performance [21].

D. Model Performance Analysis

The model performance analysis involves analyzing
the model’s predictive or classification accuracy using
the Confusion matrix and gaining insights into its
behavior on testing subset data. The Confusion matrix
offers a comparative measure for the classification
outcome of the model’s predictive performance [22].
Its usage aims to understand better the classification er-
rors of the model’s performance [23]. The researchers
use a Confusion matrix as the primary objective of
model performance analysis because it identifies spe-
cific error types and potential class imbalances with
understanding the distribution of True Positives (TP),
True Negatives (TN), False Positives (FP), and False
Negatives (FN). From the Confusion matrix, various
evaluation metrics can be derived to assess the model’s
performance based on the result of actual and predic-
tion labels.

The accuracy metric provides an intuitive measure-
ment by calculating the proportion of correctly classi-
fying instances across all classes that represents the
percentage Fl-error rate. It is a standard evaluation
metric used in data mining study cases because it
reduces classifier performance to a single number and
is easy to calculate [24]. The formula can be seen in
Eq. (7).

TP+TN
TP+TN+FP+FN’

The precision metric is measured by quantifying
the total number of correct optimistic predictions
compared to the total number of positively predicted
data. However, achieving a high precision value does
not necessarily ensure commendable overall model
performance, particularly when the model prioritizes
precision over recall [22]. The formula can be seen in
Eq. (8).

Accuracy =

)

Precisi TP g
rec1s1on_TP+FP. (8)
The recall metric measures the accuracy of the
model in identifying positive instances and irrespective
of the number of false positives. It quantifies the pro-
portion of correctly identified positive instances [25].
A higher recall value denotes a reduced incidence of
false negatives, signifying the efficacy of the model
in detecting positive instances and minimizing the
likelihood of overlooking them. The formula can be
seen in Eq. (9).
TP

Recall = m (9)

F1 score calculates the average prediction balance,
especially for unbalanced datasets. So, it contains a
formula that combines precision and recall [26]. F1
score has a value range between 0 and 1. The values
close to 1 indicate almost perfect model performance.
Meanwhile, values close to O indicate poor model
performance. The formula can be seen in Eq. (10).

2 x precision x recall

F1 Score = (10)

precision + recall

III. RESULTS AND DISCUSSION

In deep learning models, hyperparameters are ad-
justable parameters that must be set before the training
process begins. Examples of hyperparameters in a deep
learning model include the learning rate, number of
hidden layers, number of neurons per layer, activation
function, and optimizer. In Table VII, the researchers
choose ‘adam’ for the optimizer parameter before train-
ing the model due to its effectiveness in training neural
networks that combine the benefits of adaptive learning
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Fig. 3. Structure of Long-Term Short Memory (LSTM) cell.

rates and momentum-based updates, leading to faster
convergence and improved performance. The Adam
optimizer is also a common choice for binary clas-
sification in deep learning. Meanwhile, binary cross-
entropy measures the dissimilarity between predicted
probabilities and accurate binary labels, making it well-
suited for models that classify inputs into one of two
classes. Binary cross-entropy is a loss function which is
suitable for specific tasks in data binary classification.
Then, a learning rate of 0.001 as a starting point to
train a deep learning model represents a moderate step
size for weight updates. The value is insignificant to
cause unstable training and slow down convergence.

The following are the experiments the researchers
conduct in analyzing the three different types of lay-
ers in the deep learning model. In the research, the
analysis of model evaluation can be used to decide on
the layer of deep learning models that can build an
Indonesian political fake news system. It compares the
models’ performance against a single scalar value and
making an informed selection based on the specific
requirements.

First, LTSM is a variant of Recurrent Neural Net-
works (RNN) architecture commonly used for text
classification [27]. LSTM model can remember rel-
evant information over longer sequences while also
considering the more recent context by utilizing re-
current connections and specialized memory cells that
selectively retain information over time [28].

In an LSTM cell, there are extra gates, namely the
input, forget, and output gates that decide which signals
are forwarded to another node [29]. Figure 3 shows
the input and outputs of an LSTM cell process for a
single timestep. This layer means that these equations
have to be recomputed for the next time step. Thus,
if the researchers have a sequence of 10 timesteps,
the previously mentioned equations are computed ten
times for each timestep.

Based on Fig. 3, the input (z;) is the incoming data
at time step (), such as words in a sentence. The
hidden state (h;) is a vector carrying information from
the previous time step, used to influence the decision
in the time step. Cell state (c;) is a vector that carries
long-term information through the sequence, which is
updated by combining old information (c; —1) and new
input through the gate. The output (o;) is generated
from the hidden state after the cell state has been
processed and represents the information retained and
processed by the LSTM at that time step. Overall, the
input, hidden, and cell states work together to produce
an output based on current and previous information.

The LSTM has an input x; which can be the output
of a Convolution Neural Network (CNN) or the input
sequence directly. The h,—; and c,_; are the inputs
from the previous timestep of LSTM. Moreover, o,
is the output of the LSTM for this timestep. The
LSTM also generates the ¢; and h; for the consump-
tion of the next time step in LSTM. The LSTM
equations (Egs. (11)—(16)) also generate f;, i;, and
¢;. These are for internal consumption of the LSTM
and are used for generating ¢; and h;. The weight
matrices (Wy, W;, W, W, Uy, U;,U,,U.) and biases
(bf,bs,bo,bc) are not time-dependent. It means that
these weight matrices do not change from one time
step to another.

fo=0,= (W x 2+ Us x hy_y +bg), (1)
it =09 = (Wi xxe+U; x hy—1 +b;), (12)
op=0g=(Wyxay+U;xhy_1+0b,), (13)
c; =0.=(Wexa + U x hy—1 + be), (14)
c=fe-coo1tig-c,  (15)

ht = O - JC(Ct) (16)

In this experiment, the researchers create a simple
LSTM model for Indonesian political fake news detec-
tion. It consists of four layers: InputLayer, Embedding,
LSTM, and Dense. Setting 64 as the output dimension
parameter for the LSTM layer aims to enable faster
training and inference without excessively sacrificing
performance. Figure 4 shows LSTM model plot.

Second, 1D CNN is a variant of neural network
architecture used in deep learning to process sequen-
tial data, such as time series, text data, or grayscale
images [30]. A 1D CNN model comprises one or more
one-dimensional convolutional filters involving non-
linear activation functions, pooling layers, and fully
connected layers [31].

Based on Fig. 5, text data are represented as a
sequence of features (zg, z1, 2, and x3), such as
word vectors. The kernels (kqg, k1, and ko) are filters
that perform convolution by shifting along the data
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input input: | [(None, 2544)]
InputLayer | output: | [(None, 2544)]
Y
embedding | input: (None, 2544)
Embedding | output: | (None, 2544, 128)
Y
Istm input: | (None, 2544, 128)
LSTM | output: (None, 64)
Y
dense | input: | (None, 64)
Dense | output: | (None, 1)

Fig. 4. Long-Term Short Memory (LSTM) model plot.

sequence, multiplying and summing the data elements
to produce convolution maps (cy and c¢q). The result
of this convolution operation, namely the convolution
map, is processed through an activation function such
as ReLU, which removes negative values and retains
only positive ones.

In the 1D CNN feature extractor, the convolution
layer uses z as the input value [32]. Each node of
¢; in the convolution layer is defined in Eq. (17),
where k is a kernel (also called filter), and [ is the
number of kernels used. The output of ¢; is an input
to an activation function ReL.U defined in Eq. (18). The
activation results constitute a convolution map. These
procedures of the convolution layer are shown in Fig. 5.

= ij X Zitj + b,
7=0
ReLU/(c;) = max(0, ¢;),

A7)

(18)

In this experiment, the researchers create a simple
1D CNN model for Indonesian political fake news
detection consisting of four layers: InputLayer, Embed-
ding, Conv1D, GlobalMaxPooling1D, and Dense. The
GlobalMaxPooling layer aggregates the most salient
features by taking the maximum value across each
feature map to summarize the most critical features
globally and ensure that the model’s predictions are
invariant to small translations in the input data. Fig-
ure 6 shows 1D CNN model plot.

Third, GRU is a variant of RNN with a similar
architecture to the LSTM, but it has fewer parameters
and is computationally less expensive. The GRU archi-
tecture has two gates. The reset gate determines how
much of the previous hidden state should be forgotten.
Then, the update gate determines how much of the new

Data | Xg | X1 | X2 X1 1X2|X3
Kernel kO k1 kz
Convolution Co Cq
map
3
RelLU Co C1

Fig. 5. Structure of One-Dimensional Convolutional Neural Network
(ID CNN) cell.

input input: | [(None, 2544)]
InputLayer | output: | [(None, 2544)]
4
embedding | input: (None, 2544)
Embedding | output: | (None, 2544, 128)
4
convolution | input: | (None, 2544, 128)
ConvlD output: | (None, 2544, 64)

A
input:

(None, 2544, 64)
(None, 64)

global max pool
GlobalMaxPooling1D

output:

/
input:

(None, 64)
(None, 1)

dense

Dense | output:

Fig. 6. One-Dimensional Convolutional Neural Network (1D CNN)
model plot.

he_q h;

GRU

|

Xt

Fig. 7. Structure of Gated Recurrent Unit (GRU) cell.

input should be added to the current hidden state [33].
Figure 7 shows structure of GRU cell.
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input input: | [(None, 2544)]
InputLayer | output: | [(None, 2544)]
4
embedding | input: (None, 2544)
Embedding | output: | (None, 2544, 128)
gru input: | (None, 2544, 128)
GRU | output: (None, 64)
4
dense | input: | (None, 64)
Dense | output: | (None, 1)

Fig. 8. Gated Recurrent Unit (GRU) model plot.

Based on Fig. 7, the hidden state (h; — 1) carries
information from the previous time step, while the
input (xy) is the incoming data at the current time
step, such as words or features in the text. The output
of GRU is the new hidden state (h;), which carries
the updated information from the current time step
to the next time step. GRU regulates the flow of
information by determining how much information
from the previous hidden state should be forgotten
and how much new information from the current input
should be added to the hidden state.

The quantity of w, is a gate vector. Recall the
sigmoid function switches sharply between one and
zero. So, when w; is one, h is just a copy of the old
h. The researchers ignore the input x since it is based
on the value ¢;. The gate r; determines how much of
the old state goes into defining the value of c;.

T = U(WrXt + U'rhtfl + b'r)a (19)
U = U(WuXt + Uuhtfl + bu)» (20)
et — e~ 7
tanh(z) = —— 21
anh(x) prape— (21
¢ =tanh(Wazy + U(ry - hy—1) +0),  (22)
ht :ut'ht,l—i—(l—ut) - Cg. (23)

In this experiment, the researchers create a simple
GRU model for Indonesian political fake news detec-
tion consisting of three layers, including four layers:
InputLayer, Embedding, GRU, and Dense (Fig. 8).
GRU consumes less memory than LSTM because it
has no separate memory cell. Thus, it can be beneficial
when dealing with resource-constrained environments
that require parallelization across multiple devices [34].

Based on the theoretical review of GRU, LSTM,

TABLE VIII
CRITERIA COMPARISON.

Criteria GRU LSTM ID CNN
Type Recurrent Recurrent Convolution
Amount of Pa- 2n2+3n 4n®4+4n  (Ex fxd)+b

rameter

Note: One-Dimensional Convolutional Neural Network (1D CNN),
Long-Term Short Memory (LSTM), and Gated Recurrent Unit (GRU).

and 1D CNN, these three neural network architectures
have their characteristics and advantages in handling
text classification tasks. The researchers summarize the
analysis of three neural network criterias in Table VIII.
The researchers can inspect the number of parameters
required by each architecture to function effectively.
The number of parameters in a model plays an essential
role in determining the complexity and size of the
resulting model.

GRU has fewer parameters than LSTM, with the
formula 2n2 + 3n, where n is the number of units in
one GRU layer. The 2n? component comes from the
two weight matrices connecting the input and hidden
states, while 3n comes from the bias and the three
main gates in GRU, including reset, update, and new
gate.

On the other hand, LSTM, has a more complex ar-
chitecture with a larger number of parameters, namely
4n? + 4n, where n is the number of units in one
layer of the LSTM. The 4n? component comes from
the four main weight matrices corresponding to the
input, forget, cell state, and output gate. Meanwhile,
4n comes from the bias and the gates.

For a 1D CNN, the number of parameters depends
on the number of filters f, filter length k, and input
dimension d. The formula for the number of parameters
is (k x f x d) + b, where b is the bias. The k x f x d
component represents the number of parameters in the
filter that convolves the input, and b is the bias added
to the convolution result. The number of parameters in
ID CNN is usually less than that of GRU and LSTM,
especially if the filter length k& and the number of filters
f are moderately set.

A. Discussion

The researchers monitor the performance history of
the model process on both the training and valida-
tion datasets to observe how the model’s performance
evolves during the training phase, whether it converges
and exhibits any signs of overfitting or underfitting.
The researchers visualize the model’s progress in the
form of loss and accuracy values over epochs itera-
tions. Then, a callback is a function called repeatedly
during a process that validates or corrects certain
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TABLE IX
EARLY STOPPING PARAMETERS.

Parameter ~ Value

monitor ‘val los’

patience 2
TABLE X

LEARNING RATE ADJUSTMENT PARAMETERS.

Parameter Value
monitor ‘val los’
factor 0.4
minimum 1x 1076
patience 1

behaviours. In machine learning, the researchers can
use callbacks to define what happens before, during,
or at the end of a training epoch. Callbacks are special
utilities or functions that are executed during training
at given stages of the training procedure. They can
prevent overfitting, visualize training progress, debug
the code, and save checkpoints. The following are the
definition of the callbacks used in these experiments
with the set parameters.

First, early stopping is a callback used while training
neural networks, which provides the advantage of using
many training epochs and stops the training once the
model’s performance stops improving on the validation
dataset [35]. Table IX shows the parameters.

Second, learning rate adjustment is a callback that
monitors a quantity. If no improvement is seen for
a ‘patience’ number of epochs, the learning rate is
reduced [36]. The researchers reduce the learning rate
when a metric has stopped improving. Once the learn-
ing stagnates, models often benefit from reducing the
learning rate by a factor of 2719, Table X shows the
parameters.

Third, checkpoints are snapshots of the working
model during training, stored in non-volatile memory.
In machine learning and deep learning experiments,
they are essential used to save the current state of
the model so one can pick up where one left off.
Checkpoints capture the exact value of all parameters
used by a model. They do not contain any description
of the computation defined by the model and are
typically only useful when source code that will use
the saved parameter values is available [37]. Table XI
shows the parameters.

Figure 9 shows the difference in the number of
iterations during the learning phase due to the use
of a callback called early stopping. Each model has
unique behaviors in learning to classify the text data.
Observation of the three accuracy and loss graphs
shows that the learning process carried out by all

TABLE XI
MODEL CHECKPOINT PARAMETERS.

Parameter Value

monitor ‘val los’
model ‘min’
save_best_only true

TABLE XII
MODEL SPECIFICATIONS IN THE RESEARCH.

Model
Parameter
ID CNN LSTM GRU
Saved file (MB) 4.6 45 4.4
Model 12 31 32

Prediction speed

Note: One-Dimensional Convolutional Neural
Network (1D CNN), Long-Term Short Memory
(LSTM), and Gated Recurrent Unit (GRU).

models shows insignificant progress. However, there
is a convergence between the training and validation
datasets, although K-Fold is used. The classification
model tends to perform insignificantly when validated
using K-Fold due to imbalanced datasets and overfit-
ting/underfitting of the model. Based on Fig. 9, 1D
CNN is a deep-learning model for text classification.
It is the fastest in completing its learning because it
cannot optimize the smaller loss value during the last
few iterations.

Next, the researchers compare the specifications of
each model to determine which produces the most
implementable system, making it easy to apply in an
application later. The researchers observe the model
specification in two aspects. The aspects are the size of
the saved file and the speed of the model in predicting
the class label of the data.

Table XII shows that 1D CNN has the largest file
size compared to other deep learning models for text
classification because 1D CNN has different weights
for each kernel. In addition, 1D CNN does not have
a forget gate that LSTM and GRU own. However, 1D
CNN has the fastest computational speed in predicting
the label class of data because 1D CNN runs two
equations shown in Eqgs. (17)—(18). Meanwhile, LSTM
and GRU have a more complex number of equations.

Next, the researchers compare performance metrics
between models using a module called classification
report from the scikit-learn library. The researchers
look at accuracy, precision, recall, and F1 score to
observe the performance of the tested deep-learning
models. The classification report aims to assess the
model’s performance for each class, identifying po-
tential imbalances or biases in predictions. Thus, the
researchers can understand the model’s performance
against a single scalar value and make comparisons
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Fig. 9. Training history plots: (a) One-Dimensional Convolutional Neural Network (1D CNN), (b) Long-Term Short Memory (LSTM), (c)
Gated Recurrent Unit (GRU)
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TABLE XIII
THE PERFORMANCE METRICS OF MODELS.

Metrics IDCNN LSTM GRU
Accuracy  0.83 0.89 0.90
Precision 0.81 0.89 0.90
Recall 0.80 0.86 0.87
F1 Score 0.81 0.88 0.88

Note: One-Dimensional Convolutional
Neural Network (1D CNN), Long-Term
Short Memory (LSTM), and Gated
Recurrent Unit (GRU).

across different models or variations.

Table XIII shows the values based on macro average
calculation because the researchers need to treat all
classes equally to evaluate the overall performance of
the classifier against the most common class labels.
Macro averaging gives equal weight to each category
while micro averaging gives equal weight to each
sample. For instance, the macro-averaged F1 score is
computed using the arithmetic of all the per-class F1
scores. This method treats all classes equally regardless
of their support values.

Based on Table XIII, the researchers can conclude
that GRU is the model that has the best performance for
fake Indonesian political news detection systems com-
pared to LSTM and 1D CNN. However, GRU has the
longest computation time in predicting the label class
in the data. On the other hand, GRU executes as many
as four equations, which are more straightforward than
LSTM, as shown in Egs. (19)—(23). Although GRU
performs well compared to other types of deep learning
layers in performing the binary classification task in
this case study, it is actually more prone to overfitting
because it has more parameters than a simple RNN. It
is why GRU learns very well with the given training
data but fails to recognize patterns from new data.

IV. CONCLUSION

The researchers compare different types of deep
learning models for the binary text classification task
using preprocessed text data in vectors. The 1D CNN,
LSTM, and GRU are compared by observing the
learning history graph, inspecting model specifications,
and evaluating the performance metrics. GRU is the
model that has attracted the most attention. In the
research, GRU requires the longest learning time but
produces the lightest model file size and becomes the
fastest model in predicting the label class of the data.
Furthermore, GRU achieves the highest performance
values in terms of accuracy, recall, precision, and F1
score.

The case study in the research is foundation to build
an advance model to execute a binary classification

model for detect hoax in Indonesian political news.
Hence, if there is complex case study that requires mul-
ticlass labels, the research provides some basic knowl-
edge to decide the layers used in text classification task.
Through theoretical studies and observations of model
performance during experiments, the researchers find
that GRU is the most recommended architecture in the
context of text classification, especially in the detection
system of Indonesian hoax news.

While the research provides important insights into
political hoax detection in Indonesia using deep learn-
ing models, some limitations need to be noted. The
sample size is limited to data from a specific period,
which may not fully reflect future hoax trends. In ad-
dition, the model used focuses on texts in Indonesian,
so the results may need to be more generalizable to
other language contexts.

The comparison conducted can inspire future re-
search on selecting the best foundation layer in build-
ing a model for text classification using deep learning.
A good foundation of a model will lead to performance
that can be measured properly.
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