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Abstract—The research aims to provide Data Mon-
etization (DM) services for an Indonesian utility com-
pany as a pilot to generate additional revenue beyond
the primary operation. The service is built using an
iterative development lifecycle framework and evaluated
based on five Quality Goals (QGs), including application
and security testing activities. The framework includes
methods for processing and modeling electricity usage
data, testing application quality, checking infrastructure
quality, and ensuring access security for front-end and
back-end applications using the Open Web Application
Security Project (OWASP). For data modeling, Support
Vector Regression (SVR) is used, and it outperforms
Polynomial Regression (PR) and Multi-Layer Perception
(MLP) Neural Networks. Furthermore, QG shows strong
performance with an Relative Root Mean Squared Error
(RRMSE) value < 10%, high forecasting ability with
Mean Average Probability Error (MAPE) < 10%, and
a near-zero average error rate (Mean Squared Error
(MSE)) square using minimal data from four months.
The services go through functional and integration test
to ensure product quality and application performance,
which results in a minimum of 95% service response in
throughput, 0.128 seconds for processing 2,000 requests,
stability at 300–500 in one second per hour, and 7–21 sec-
onds during peak hours. Additionally, the service passes
nine penetration tests and ten vulnerability assessments
using the OWASP top 10:2021 category. Based on the
comprehensive testing and evaluation results, both the
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application and the service are considered ready and
secured for deployment.

Index Terms—Data Monetization, Service Develop-
ment, Iterative Lifecycle Framework, Quality Assurance,
Open Web Application Security Project, Utility Company

I. INTRODUCTION

INNOVATION is a long-term strategy adopted by
utility companies in Indonesia, particularly those

focusing on the electricity business, to generate addi-
tional revenue beyond the core operations. An example
of this initiative is monetizing transaction data that are
automatically collected and processed to provide cus-
tomers’ profiles, power usage reports, and energy trans-
action payments. The data can be used in many fields,
such as finance, marketing, government, and others [1].
Potential products or services offered through Data
Monetization (DM) include credit rating and scoring,
market analysis, targeted campaigns, spending analy-
sis, demographic surveys, and many other initiatives
related to consumer or retail [1]. These deliverables can
be developed because the Customer Relation Manage-
ment (CRM) system records historical transaction data
from the first application of the customer to the present.
Typically, these services or products show processed
or aggregated data rather than raw transaction data, as
permitted by the utility company [2].
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DM is defined as the use of statistical information
or data-processed discoveries that bring quantifiable
economic or scientific benefits to a corporation or
research center [2]. Additionally, two main challenges
in privacy-protecting DM systems are identified. The
first challenge is providing statistical data without
compromising the privacy of an individual [3]. The
second challenge is determining how to market data
collected from customer interactions by committing not
to use the product or giving the customer control over
the data [2].

According to the research conducted by Parvinen,
the company has two options for monetization: im-
proving existing processes and products for internal
use and generating new forms of offerings for external
customers [4]. It is consistent with previous research
findings, supporting the idea of commercializing the
electrical company’s data.

A company can monetize four types of data: a
production system that automatically collects digital
data usage, customer data from digital interactions,
digital sales, and delivery channels [4]. In this context,
examples of DM include daily, weekly, or monthly
power usage of electricity customers, along with pay-
ment transactions [4]. In the research context, data
are collected from the CRM system and converted
into Online Analytical Processing (OLAP) or data
mart format. The data are then processed, aggregated,
classified, clustered, or used for predictions using var-
ious methods such as fuzzy logic algorithms, machine
learning methods, or other formulas. The processed
data are then loaded into the presentation or integration
layer of Application Programming Interface (API) data
management. Customers can access the data through
a platform or via secure data communication to use
an application or API management. In some cases,
customers may incorporate recommendations or jus-
tifications from the processed results into a personal
system [5].

The research shows the innovative process of mon-
etizing published data, focusing on the importance of
protecting individual privacy, ensuring high accuracy
and precision in data content, and safeguarding data,
connections, as well as containers from vulnerabili-
ties. Therefore, the research aims to propose an in-
corporated method to DM that starts with selecting
a method based on scientific data. The next phase
includes implementing and testing service quality and
deploying in a dependable and secure security layer
infrastructure. Some of these selections evaluated in
previous studies [4, 6–8] describe how the methods
are obtained using machine learning.

II. RESEARCH METHOD

DM methods are divided into four major procedures:
data processing, quality targets, quality assurance ac-
tivity plan, and security test method. The development
of DM services is repetitive because requirements are
synthesized and collected from clients before the team
moves on to analysis and design. After development,
quality assurance, training, and implementation begin,
the output is presented and authorized by the con-
sumers.

A. Data Processing Method and Formulation

During the iterative phase, the customer and project
team have engaged in three primary actions. These ac-
tions included use case discussions, data gathering, and
investigation, as well as data analytics and modeling.
As part of the research, five models are collected and
re-recorded for presentation to the user. These models
include 1) predicting energy usage in households with a
complete dataset [9], 2) forecasting energy usage with
a missing or incomplete dataset [10], 3) estimating
energy usage from residential household usage pat-
terns [11], 4) predicting energy usage of commercial
or industrial buildings [12], and 5) estimating energy
usage of government or institutional buildings [13], and
in the electricity grid [14].

The data model is built using customer transaction
data from utilities around the nation in 2020-2021 for
residential, industrial, business, government, and social
client sectors, both postpaid and prepaid. Sanitization
is conducted to exclude transactions that do not occur
in three months or a consistent manner. Following this
process, the cleaned data obtained from these criteria
are subsequently assembled into a dataset. Transactions
that are not continuous are further filtered to ensure a
minimum of nine months of consistent activities. As a
result, the clean dataset is then analyzed for monthly
and annual usage by applying a normal distribution
in the Interquartile Range (IQR). The data with usage
outside IQR are excluded to ensure accurate analysis.

The research proposes two models in analysis and
design modeling, including the general electrical impu-
tation method and machine learning. In this instance,
machine learning is accepted by users because the
historical data collected range from 7 to more than
24 months. Consequently, the dataset is processed
using a machine learning model, as supported by
several explorations that use this method to analyze
energy consumption. Then, the candidates of machine
learning methods are SVR [6, 7, 15], Polynomial
Regression (PR) [8, 16], Kernel Ridge Regression
(KRR) [17, 18], and Multi-Layer Perception (MLP)
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Neural Network [19, 20]. These methods are also
available to users who approve the models.

According to the use case discussion, consumers
require a system that predicts energy usage for the
coming month as well as the invoice amount based
on energy consumption. This prediction is determined
by processing historical data on energy usage over a
specific time. As a result of the five initial models
proposed, users agree to anticipate energy consumption
in commercial, industrial, and institutional facilities.
The method is divided into two steps: training and
validation. Following this discussion, customers pro-
vide data as input for training activities. User ID and
kWh history usage are then analyzed using multiple
models, including SVR, PR, KRR, and MLP. After this
process, the Mean Average Probability Error (MAPE)
score is used to compare the four models, followed
by the outcome, which depends on customer ID and
presents the predicted kWh consumption. Then, testing
is conducted similarly to the training process but with
a 30% training dataset. The results are then compared
to the kWh usage output associated with each customer
ID.

B. Machine Learning Methodology

SVR, a model regression of the Support Vector
Model (SVM) developed by Cortes and Vapnik in
1995, is the best model for predicting energy consump-
tion because it is based on statistical learning theory
and the concept of structural risk reduction [21]. SVR
is suitable for a general energy consumption model and
has the highest accuracy in predicting energy usage for
renewable energies such as wind power [22]. SVR is a
supervised training method that builds an input-output
mapping from the data training set and produces a
function estimator as shown in Eq. (1) [6]. It shows
f(x) as the decision function for predicting the class.
Then, wϵRn represents a weighted feature vector with
n features, and b is the intercept (bias). Moreover, ϕ(x)
represents the non-linear mapping function, and x is
the input factor Rn, which includes both outside and
indoor environment factors.

f(x) = wT (x) + b. (1)

PR is defined as a regression model that assesses the
nth degree of the connection between dependent and
independent variables [23]. This model is defined in
Eq. (2). It has y as the dependent variable, x as the
independent variable, β0 · · ·βh as the coefficients or
regression terms, h as the degree of the polynomial,
and ε as the error or disturbance or noise term.

y = β0 + β1x+ β2x
2 + · · ·+ βhx

h + ε. (2)

PR is a common method for estimating power usage,
with one of its applications being the prediction of
the power consumption model of data center servers.
In this use case, the polynomial model shows an
error of less than 4% [24]. Another application of the
model includes approximating vector position in the
neighborhood, at point a0 using a low-order polyno-
mial (say, q), that is fitted using only points in the
same neighborhood of a0 [8]. The formula for this
calculation is shown in Eq. (3). Then, Weighted Least
Square estimates Parameter âj by minimizing Eq. (4).
It shows that Kδ(α) weights Kernel function, (at−a0)
represents the difference between the vector position at
at and the reference point a0, and (at− ât)

2 represents
squared residuals. Then, it has δ as the bandwidth, a0
as the size of the neighborhood around and locally
start approximation, and at as vector position in the
neighborhood.

ât =

q∑
(j=1)

âj(at − a0)
j , (3)

N∑
(t=1)

(at − ât)
2Kδ(α)(at − a0). (4)

MLP is a type of Artificial Neural Network (ANN)
known as feed-forward neural network including neu-
rons that are completely attached with weighted con-
nected properties. In addition, a single or ensemble
MLP model is trained using a set of input-output pairs
to learn the correlation or dependency model between
the input and output [9]. MLP is used in combination
with Softmax Ensemble Network (SENet), a bagging
ensemble of MLP subnetworks, to predict energy us-
age. It is compared to various imputation methods such
as Linear Interpolation, Historical Average, and Opti-
mally Weighted Average (OWA). In most situations,
MLP with SENet produces the lowest MAPE and Root
Mean Squared Error (RMSE) values of any imputation
method [10]. However, there is one instance where
OWA produces lower MAPE and RMSE [10]. The
previous research compares the model to other ma-
chine learning algorithms, such as Linear Regression,
Random Forest, Adaptive Boosting, Gradient Boosting
Machine, XGBoost, Single Vector Regression, Single
MLP (MLP-S), MLP ensemble with subnetwork av-
erage (MLP-AVG), Convolution Neural Network, and
Recurrent Neural Network. Following the comparison,
the outcomes are all MLP-based, with MLP-SENet,
MLP-S, and MLP-AVG having the lowest MAPE and
RMSE values [10]. As a result, MLP is a strong choice
to be used in this experiment.
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C. Modelling Scenario

In the experiment, each CUSTOMERID is assigned
a scenario including past customers’ invoices from
periods of 12, 9, and 6 six months, and the amount of
data is 1,349 records. Each scenario is separated into
two circumstances, namely training and testing, which
are compared as follows. Then, each CUSTOMERID
is processed using the most effective model of the four
machine-learning methods previously mentioned.

1) 12 months record = 11:1
2) 9 months record = 8:1
3) 6 months record = 5:1

D. Evaluating the Machine Learning Results
Each machine learning output is then evaluated us-

ing many performance indicators. First, MAPE is a per-
formance metric in regression [25]. Previous research
recommends tasks with more sensitivity to relative
fluctuations than absolute variations [26]. However, in
another previous research, MAPE is insufficient for
forecasting models with significant errors because it is
biased toward low projections or struggles with small
or zero denominators [27]. As a result, the dataset is
normalized before it is used in the training or testing
phases. The ideal value is close to zero, while the worst
is between + and ∞ [25]. The formula of MAPE (M )
is in Eq. (5). It consists of M as MAPE, n as the
number of times that the summation occurs, At as the
actual value, and Ft as the forecast value.

M =
1

n

n∑
t=1

|At − Ft

At
|. (5)

Second, according to previous research, Mean Av-
erage Error (MAE) is derived from a measure of
average error and is used to evaluate the multivari-
ate regression model [28]. In addition, MAE is used
when the corrupted regions of the dataset are in the
outlier [25]. The exploration also shows that MAE does
not penalize training outliers, leading to unsatisfactory
model performance when the data contain a large
number of outliers [25]. Relating to this discussion,
the best MAE values are near 0, while the worst are +
to ∞ [25]. MAE (M ) formula assesses the amount of
the absolute differences between n anticipated vectors
of x and the actual vector y [28], as shown in Eq. (6).
It has M as MAE, n as the number of times that the
computation is replicated, yi as the actual value, and
xi as the forecast value.

M =
1

n

n∑
i=1

|yi − xi|. (6)

Third, the formula for Mean Squared Error (MSE)
is the quadratic value of the average size of n predicted

vectors of y and n actual vectors of y [28]. The
model error increases since the formula has squared
values [25]. Another previous mentions that MSE is
used to find outliers. In the research context, the best
value of MSE (M ) is the same as MAE [25]. In Eq. (7),
M represents MSE, n is the number of times that the
summing occurs, y represents the actual value, and ŷ
is the forecast value.

M =
1

n

n∑
i=1

(y − ŷ)2. (7)

The fitness value (f ) of the data is calculated from
MSE by applying the real MSE value [29] to an
ensemble using the suitable method. Following this
process, the lowest MSE achieves the best fitness value.
Equation (8) shows f as the fitness value, MSE as
the MSE value, and ε as a small number to avoid the
division to zero.

f =
1

MSE + ε
. (8)

Fourth, RMSE is related to MSE value, and the best
value of RMSE is the same as MSE [25]. It shows R as
RMSE, n as the number of times that the summation
is repeated, y as actual value, and ŷ as forecast value
(Eq. (9)).

R =

√√√√ 1

n

n∑
i=1

(y − ŷ)2. (9)

Fifth, Relative Root Mean Squared Error (RRMSE)
is based on the MSE formula, but RRMSE aims to
identify each residual (relative) value that is scaled
against its true value [30]. Therefore, in regression
situations, the model separates the generalized error
into various components or as a weighted function
to maximize ensemble integration [30]. Relating to
this discussion, the formula RRMSE is in Eq. (10).
It consists of R as RRMSE, n as the number of times
that the calculation occurs, y as actual value, and ŷ as
forecast value.

R =

√
1
n

∑n
i=1(y − ŷ)2∑n
i=1(ŷ)

2
. (10)

Sixth, In 1921, the Coefficient of Determination
(R2) was proposed by Wright [31]. This model mea-
sures the effects of the independent variable on the
dependent variable using proportions of variance [25].
For centuries, R2 has been a valuable tool in research
that offers detailed definitions and features, refines
interpretations, treats specific cases, and provides ad
hoc alterations [25]. The best value of R2 is +1 as
well and the worst is –∞. The formula for this model
is in Eq. (11). It has r as the correlation coefficient,
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R as r2, n as the number of times that the addition is
repeated, x as the actual value, and y as the forecast
value.

r =
n(
∑

xy)− (
∑

x)(
∑

y)√
[n

∑
x2 − (

∑
x)2][n

∑
y2 − (

∑
y)2]

. (11)

E. Quality Goals

After determining the DM method, the research es-
tablishes quality objectives with the user as part of the
requirement process. These aims are initially defined
in qualitative terms and converted to a quantitative
measurement to be used as objective criteria during
system development and testing. Moreover, the method
helps create useful and user-friendly applications from
the start by identifying and resolving issues early [32].
The practical and easy-to-use application simplifies the
operation and maintenance phases.

Based on the findings, quality targets are set to
show the high quality and secure aspects of DM. The
result is obtained from a Request for Proposal (RFP) or
software requirement specification and removed from
the performance, time, cost, efficiency, or service level
attribute, which all team members use as a benchmark.
Additionally, the Quality Goal (QG) is approved by
the user as a critical document. This method fol-
lows best practices in requirement engineering, which
includes understanding detailed necessities (content
dimension), reaching agreements about needs among
relevant stakeholders (agreement dimension), and doc-
umenting requirements according to specific formats
and rules (documentation dimension). In the context
of the exploration, these dimensions are described in
previous research [33].

F. Activity Plan

After determining the quality plan, the project ac-
tivity plan is implemented. This plan includes sched-
ule reviews, software tests, acceptance examinations,
and configuration management [34]. Previous research
describes a test environment workbench lifecycle to
improve the effectiveness of software testing, providing
a detailed understanding of the testing method [35].

The developer provides the acceptance examination,
which is conducted with the end user. According to
software-defining documents, the user may be internal
or external. The final step is configuration manage-
ment, which includes assessing the project’s tools or
methods. Subsequently, secure access and data trans-
mission to consumers are completed using the security
test method.

G. Security Test Method

The security testing method comprises two parts:
vulnerability assessment and penetration testing [36].
Both tests are performed on each product service
during the research, with the front-end system and
API system acting as the back-end. Moreover, the
method performs Black Box testing using specific
featured scenarios on the top ten methods of Open Web
Application Security Project (OWASP) and grey box
testing to identify security flaws in the application or
domain. These examinations are conducted using both
passive and active penetration testing methods.

Then, recommendations for solutions based on ex-
isting findings are provided, followed by a process to
fix the identified vulnerabilities or other security issues.
After the repairs, the results are retested to ensure that
the previously discovered vulnerabilities or security
gaps are successfully resolved and do not reappear.

According to previous research, ten possible attacks
are aimed at a web application [37]. These attacks
are referenced by OWASP in its risk rating. The ten
identified attacks are injection, broken authentication
and session management, cross-site scripting, inse-
cure direct object references, security misconfigura-
tion, sensitive data exposure, missing function level
access control, cross-site request, component used with
known vulnerabilities, and invalidated redirects and
forwards [38].

III. RESULTS AND DISCUSSION

The findings show product quality and security
assurance activities that are planned to aid in the
creation and execution of DM processes. These results
are divided into four primary parts: evaluation of
machine learning methods, QG in terms of references,
software test plan, and implementation in the quality
and software test plan, which comprises functionality,
integration, performance, and security tests.

A. Evaluation of Machine Learning Method

As mentioned in the previous section, all methods
are trained with modeling scenarios, and 12 sets of
CUSTOMERID records are ready to conduct the eval-
uation procedure as functional testing. In addition, six
factors are analyzed, but only four sets meet the quality
standards. These results are shown in Table I.

Table I shows that all methods follow four primary
parameters and one supporting parameter. Among
other methods, SVR achieves the five best criteria
around the threshold, depicted by asterisk (*). As a
result, the SVR method meets the product quality ob-
jectives reviewed in the preceding section and is used
to process energy consumption and invoice prediction.
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TABLE I
EVALUATION RESULT OF MACHINE LEARNING METHOD.

Method RMSE* MAE MSE* MAPE* R-Squared* RRMSE*

MLP 20.57 58.85 423.19 2.52 1.00 0.90
Polynomial 2.77 3,805.20 7.68 5.42 1.00 4.15
SVR 1.23 3,905.01 1.52 1.42 1.00 9.23
Criteria Near to 0 Near to 0 < 10 Near to 1 < 10

Note: Support Vector Regression (SVR), Multi-Layer Perception (MLP), Root Mean Squared
Error (RMSE), Mean Average Error (MAE), Mean Squared Error (MSE), Mean Average
Probability Error (MAPE), Relative Root Mean Squared Error (RRMSE).

TABLE II
QUALITY LISTS OF DATA MONETIZATION (DM) FEATURES.

No. Data Monetization Qualitative Requirements Related Quantitative Quality Goals

1 DM should be user-friendly. The DM operator operates the feature in a day and comprehends nominal
predicted energy usage on a weekly and monthly basis for a maximum of one
hour.

2 DM should be reliable. DM feature has an average of 95% availability.
3 DM should operate continuously. DM feature recovery does not exceed 30 minutes and is accessed 24×7 days.
4 DM should be highly efficient. DM feature is comprehended in less than 30 minutes.
5 DM should provide high-quality service to the

applying customer.
DM feature achieves excellent points with < 10% of RRMSE value, good
forecasting ability with < 10% of MAPE value, and a near-zero average of
the square of MSE with minimal four months data.

B. Quality Goals

As previously shown, QG for DM is reviewed in
the Request for Proposal (RFP) or Terms of References
(TOR) feature. RFP requires the feature to show a time
series of monthly energy usage over a year and a daily
time series of energy consumption for the month. At
the end of the month, for postpaid power customers, the
system provides a prediction of energy usage for the
next month and an invoice. Following this discussion,
Table II shows the QG for projected consumption next
month. It shows the quality plan, consisting of five
needs that reflect the requirement for quality in DM
feature specified in terms of references. Additionally,
the software test plan is implemented after the quality
objectives are acknowledged.

C. Software Test Plan

The plan consists of functional, system integration,
and user acceptability tests that are performed before
deployment in an operational environment. Before de-
ployment, examinations are conducted to ensure the
functionality and requirements of the user are met.
After deployment, stress and security tests are per-
formed. During this deployment, the tests focus on
performance and security assurance. The results of
these examinations are divided into four categories
based on severity. First, critical risk is the most serious
issue in the core application system and is entirely
resolved before proceeding to the next phase.

High risk follows the first category, which is a bug
that is relevant to the core application but does not need

to be solved immediately. This risk is addressed as the
first patch following the initial release deployment. The
third type is considered medium risk, including a defect
with medium severity. User is able to complete tasks
with this severity, but the results are compromised. The
final category is low risk, which includes issues with
minor severity and impact on the user. Relating to this
risk, the user is allowed to complete the activity with
good results.

The test results are calculated based on the percent-
age of scenarios that pass out of the total number
of examination cases. The percentage considered as
passing is 100% with 0% critical and high-risk severity
or 90% with only 10% unpassed due to medium or
low-risk severity. Following this examination, the final
criteria for passing requires a minor improvement sign.

When conducting functional tests, which comprise
two test scenarios and integration tests with three tests,
positive and negative test scenarios are used. All test
results pass 100%. It fully satisfies the requirements.
In accordance with each explanation, the specifics will
be covered in next section.

D. Implementation of Quality and Software Test Plan

This section describes the implementation of stan-
dards set previously. First, in the functional test, the
requirements of the customer and QG lead to the de-
velopment of an Energy Management System (EMS).
This model includes predicted energy usage and in-
voices, which are presented in a monthly and annual
preview.
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TABLE III
MONTHLY BASIS ENERGY USAGE PREDICTION TEST RESULTS.

Test Code Test Description
SMQA EMS – 01 Monthly energy prediction test

Test Purpose Test Prerequisite
This test ensures Using CUSTOMERID (Sample): 5**********8
that: Using EMS Credential:
1. The feature of Username: ******************;
monthly energy
prediction performs
well and meets user
requirements.

Password: ********

2. Quality Goal
(QG 1) is fulfilled.

User QA SQD4.3 and SQD4.4

Test Result: Graphi- Status
cal result of energy o PASS
usage of current and o FAILED
next month predic-
tion is successfully
shown as expected.

o PASS with NOTE

TABLE IV
DAILY BASIS ENERGY USAGE PREDICTION TEST RESULTS.

Test Code Test Description
SMQA EMS – 03 Prediction of daily energy prediction test

Test Purpose Test Prerequisite
This test ensures Using CUSTOMERID (Sample): 5**********4
that: Using EMS Credential:
1. The feature of Username: *****************;
daily energy predic- Password: ********
tion performs well
and meets user re-
quirements.
2. Quality Goal
(QG 1) is fulfilled.

User QA SQD4.3 and SQD4.4

Test Result : Status
The graphical re- o PASS
sult of energy us- o FAILED
age and the invoice
of daily use predic-
tion is successfully
shown as expected.

o PASS with NOTE

The main result of the test scenario executed in
four activities shows the expected energy consumption
in EMS using CUSTOMERID prepared, as shown in
Table III. Based on the input processing of historical
electrical energy usage data for the previous month,
Table III presents a scenario to show the outcomes of
computing estimates of electrical energy demand for
the upcoming month. In addition, the scenario shows
graphs on one graph representing past and projected
electrical energy usage. The functional test, which
employs a sample of CustomerID and password cre-
dential, yields the appropriate and satisfactory results
by demonstrating the system’s ability to display energy
consumption graphs and calculation results.

Then, the major result of the test scenario, which is
executed in four activities, is the predicted daily energy

TABLE V
APPLICATION PROGRAMMING INTERFACE (API) PREDICTION OF
MONTHLY BASIS ENERGY USAGE PREDICTION TEST RESULTS.

Test Code Test Description
SMQA EMS – 02 API prediction of monthly energy prediction test

Test Purpose Test Prerequisite
This test will ensure Using CUSTOMER ID (Sample): 5**********1
that: Using EMS Credential:
1. The monthly en- Username: ****************;
ergy prediction fea- Password: ********
ture performs well Using the Postman Application to test the API
and meets user re-
quirements.
2. API prediction
used in point 1 per-
forms excellently.
3. Quality Goal
(QG 1) is fulfilled.

User QA SQD4.3

Test Result : Status
From the test re- o PASS
sult, the energy us- o FAILED
age shown in the
web graphic com-
plies with the re-
sponse of API man-
agement prepared to
predict the result.

o PASS with NOTE

usage in EMS based on the provided CUSTOMERID.
The results are shown in Table IV. Based on the suc-
cessful results of functional tests for daily and monthly
checks, this service forecasts energy consumption for
the current and the next month. Table IV presents
graphs and functional testing for daily electrical en-
ergy usage projections based on historical daily usage.
Utilizing the provided Customer ID and user password
credentials, the test scenario is executed. The results
suitably and correctly present the daily prediction
results. The test scenario is deemed successful and
fulfilled QG as a result of this test’s execution.

Second, the integration test verifies the result and
requirements of combining the EMS application with
prediction API. The outcome is divided into two sce-
nario tests, which estimate monthly and daily usage.
In the integration test of API prediction of monthly
basis energy usage, the test scenario is executed in
two activities containing the main result that shows
the outcome of API. Table V displays the outcomes.
The interface using the API is shown to calculate
energy usage and make predictions for the upcoming
month. These results are utilized by other systems
that have secure connections and data protection to
make predictions. After determining login and pass-
word credentials using API returns that are compatible
and appropriately displayed on other systems, the test
scenario is executed using the customer’s scenario.

Table VI shows the main result of the five-activity
test scenario, which is the prediction of API of daily
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TABLE VI
APPLICATION PROGRAMMING INTERFACE (API) PREDICTION OF

DAILY BASIS ENERGY USAGE PREDICTION TEST RESULTS.

Test Code Test Description
SMQA EMS – 04 API prediction of daily energy prediction test

Test Purpose Test Prerequisite
This test ensures Using CUSTOMER ID (Sample): 5**********4
that: Using EMS Credential:
1. The feature of Username: ******************;
daily energy predic- Password: ********
tion performs well
and meets user re-
quirements.

Using the Postman Application to test the API

2. API prediction
used in point 1 per-
forms excellently.
3. Quality Goal
(QG 1) is fulfilled.

User QA SQD4.3

Test Result : Status
The response to the o PASS
prediction of daily o FAILED
energy usage by
API is consistent
with the EMS
results recorded in
the database.

o PASS with NOTE

TABLE VII
NEGATIVE TEST OF APPLICATION PROGRAMMING INTERFACE

(API) PREDICTION OF DAILY BASIS ENERGY USAGE
PREDICTION RESULTS.

Test Code Test Description
SMQA EMS – 05 Negative test of daily energy prediction usage with

unsynchronized data

Test Purpose Test Prerequisite
This test ensured
that:

Using CUSTOMER ID (Sample): 5**********1

1. The feature of
daily energy predic-
tion performs well
and meets user re-
quirements.
2. API prediction
used in point 1 per-
forms excellently.
3. Quality Goal
(QG 1) is fulfilled.

User QA SQD4.3

Test Result : Status
No graphical data o PASS
or result due to o FAILED
failed synchroniza-
tion as expected.

o PASS with NOTE

energy consumption in EMS using CUSTOMERID.
Based on historical daily power consumption, Table VI
shows the expected daily energy use results for the
following day. It is achieved by the display of API
testing results on other systems. It correctly presents
the same computation results as the intended test case
on other systems.

Next, Table VII shows the major outcome of the test
scenario executed in two activities that API prediction

of daily energy usage in EMS is not shown because
the data used are not synced. According to the negative
test scenario, there is interference in the connection,
which is why the target system in Table VII does not
display the results of the API calculation. In this case,
the test is passed and the findings meet standards. A
negative functional examination is performed as part
of a comprehensive set of test scenarios to meet QG
2, which is reliability of the system and its interface.
During the examination, the system responds to certain
events, such as a network outage or a paused process,
demonstrating that the system can handle the obstacle
that occurs and can provide results that are appropriate
for the situation and convey obstacle alerts to the
system.

The positive and negative functional and incorpo-
ration test results show that the DM process can be
used in both front-end and back-end settings and se-
curely transmitted via API links. Moreover, the product
quality material has been confirmed and incorporated
into a web application, which can be accessed through
activity scenarios. In addition to this discussion, the
infrastructure environment meets quality standards for
running the application.

Third, the performance test completes QG 2 and
3, achieving an average of 95% availability and the
ability to be assessed 24/7. All parameters are sourced
from the EMS server and service to assess the feature
using the available average. As a result, the parameter
includes response reviews to the server, response time
and throughput, and total transaction per second. The
system parameters and server endurance to process the
service are used to achieve 24×7 operational capability
and recovery features. Therefore, active threads over
time, the response time distribution of the server, and
response time versus request are measured.

As previously stated, QG 2 measures service re-
sponse to the server, response time and throughput, and
total transactions per second. In the research, the mea-
surements gathered by Apache JMeter are explained
as follows. Out of 2,000 sample services performed
in 2 minutes, 94.6% of the samples meet the criteria
while 5.4% fail due to response issues. Given that the
user tolerance threshold is 95% with a 1% margin, the
service request meets the user quality requirement at
94.05%.

During a two-minute measurement of response time
and throughput, the system has an average response
time of 22.4 seconds, with a maximum of 91 seconds,
and a minimum of 0.128 seconds for processing 2,000
requests. This condition is supported by a received
bandwidth of 7.5 kbps and a sending bandwidth of
39.98 kbps. Moreover, the system meets the quality
criteria based on reaction time and throughput. Even
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Fig. 1. Response time distribution result.

when the system is simulated with a maximum reaction
time of 91 seconds while processing 2,000 samples, it
still achieves an excellent user experience by providing
21 samples per second. This performance meets the
user’s requirement of showing at least 20 samples per
view in one second.

After measuring the response time and throughput of
the system, the number of Transactions Processed per
Second (TPS) is also measured. The system initially
processes 5 TPS and increases to a maximum of 14.2
TPS before stabilizing at 12.13 TPS. Based on these
measurements, the system engineer adjusts the service
to achieve the same page view result of 21 TPS.

Next, QG 3 ensures an accessibility system of 24×7
in 365 days in the research context. Three measure-
ments are related to the active thread, response time
distribution, and mapping of response time to request.
All of these measurements are collected in a specific
time range. It shows that the original thread is stable
at 500 and then drops to 300 before ending. From the
perspective of the user, the number of active threads
leads to 20–21 records examined per second. The
system performs well, maintaining 60% of threads or
12-13 records per view, which are still acceptable.

After measuring active threads across time, the
procedure proceeds to determine the response time
distribution, as shown in Fig. 1. This response shows
that there are four times as many peak processes.
Three of the responses react faster than the average
of 22 seconds. The biggest peak before 22 seconds is
7–7.1 seconds for 23 service processes. The transac-
tion has the largest distribution, lasting 7–21 seconds
following the process. The requirements for quality
number two and performance number three are still

met.
The scatter plot in Fig. 2 shows 15 classifications

above average and 18 classifications below average.
The response time distribution shows that 55% of re-
sponses are below average. According to the graphical
results, 62 services achieve fast responses in 8.9 ms,
while 15 categories have an average of 21 seconds. The
criterion remains consistent with quality objectives.

The performance test findings show that the in-
frastructure meets most of the quality requirements.
Additionally, the TPS parameter threshold of 21 is
achieved by using a load balancer. It leads to the
implementation of the service in infrastructure.

Fourth, a security test is performed as the final
step to confirm that the security quality is met before
the system is deployed to the operational environ-
ment. This security test has ten agendas based on
OWASP Top 10: 2021, according to [37]. This pro-
cess is conducted by an impartial security consultant
and application security team. According to the test
results in Table VIII, three vulnerabilities are classified
as A01:2021 and A09:2021, patched by the system
developer, and retested with a confirmed close status.

Based on the recommendations of the security team,
the developer rectifies the vulnerabilities and develops
application fixes that will be tested and distributed.
The following processes are shown in Table IX–XI,
consisting of the list of patched vulnerabilities. The
vulnerability is severe, leading to patch-fixing require-
ments, as shown in Table IX. Based on the advice, the
system validates user authentication and authorization
for input requests. The user then conducts a 200-
number brute-force penetration test on API. Following
this process, Table X shows the improvement of brute
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Fig. 2. Response time vs request result.

TABLE VIII
RESULTS OF VULNERABILITY ASSESSMENT.

No OWASP Top 10:2021 Cate-
gory

Category No. Finding

1 Broken Access Control A01:2021 Yes (CLOSED)
2 Cryptographic Failures A02:2021 No
3 Injection A03:2021 No
4 Insecure Design A04:2021 No
5 Security Misconfiguration A05:2021 No
6 Vulnerable and Outdated

Components
A06:2021 No

7 Identification and Authenti-
cation Failures

A07:2021 No

8 Software and Data Integrity
Failures

A08:2021 No

9 Security Logging and Mon-
itoring Failures

A09:2021 Yes (CLOSED)

10 Server-Side Request
Forgery

A10:2021 No

TABLE IX
EVIDENCE OF IMPROVEMENT FROM BROKEN ACCESS CONTROL.

OWASP Code Vulnerabilities Severity
A01:2021 Unauthorized Access -

User Information
HIGH

OWASP Methodology Category Reference
Broken Access Control Web Application [39, 40]

Impact Recommendation Final Status
1. Non-formatted input
can disrupt system flow
and lead to recurrent at-
tacks.

The system verifies user
authentication and autho-
rization from any input
request to prevent the

Completed

2. An attacker can access control flow of the appli-
and get data from the
program.

cation.

force in the Login Menu.
According to Table X, the medium vulnerabilities

attempt to obtain access to the system by exploiting
the weak password. As a result, people with weak or
odd passwords are prevented from logging in. After
the user generates a weak or uncommon password,
the system refuses the request and proposes a strong
password based on good criteria. Moreover, when the
user attempts to log in using a recursive password
list, the system declines the second attempt. Based
on these efforts, the system implements the proposal.
The vulnerability of password plaintext is shown in
Table XI.

The password plaintext vulnerability is rated
medium severity in the research context. The attacker
uses a man-in-the-middle assault. Therefore, 3DES
encryption is implanted to improve the security of the
system against this type of threat. In this exploration,
the user types in the username and password, which the
system encrypts and provides recommendations based
on the test results.

Aside from the vulnerability test, the penetration test
(Pentest) is conducted in parallel. This test includes
both active and passive penetration tests, with the
results shown in Table XII. The test results confirm
that the system is not exploitable and meets all secu-
rity standards. Table XII shows the activities that are
examined.

The OWASP Top 10: 2021, which consists of ten
checking items, includes two recommendations for
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TABLE X
EVIDENCE OF IMPROVEMENT FROM BRUTE FORCE IN LOGIN

MENU.

OWASP Code Vulnerabilities Severity
A09:2021 Brute Force Menu Login Medium

OWASP Methodology Category Reference
Security Logging and
Monitoring Failures

Web Application [41]

Impact Recommendation Final Status
1. An attacker can assess
the credentials of a user
and log into the system.

The system blocks the
user account that at-
tempts to enter the sys-

Completed

2. An attacker can find tem with anomaly pass-
a weak password by at- words.
tempting every possible
combination of letters,
numbers, and symbols
until an appropriate one
is found.

TABLE XI
EVIDENCE OF IMPROVEMENT FROM PASSWORD PLAINTEXT.

OWASP Code Vulnerabilities Severity
A01:2021 Password Plaintext Medium

OWASP Methodology Category Reference
Broken Access Control Web Application [42]

Impact Recommendation Final Status
Allow attacker to access
user credentials in plain-
text via a Main-in-the-
Middle attack.

Implement encryption at
the application layer for
passwords. In general,
the use of 3DES or the
use of double hashes
(MD5 and SHA-1) si-
multaneously makes it
more difficult for an at-
tacker to see the origi-
nal password of the cus-
tomer who is logging in.

Completed

improvement for A01:2021 and A09:2021. It has input
of user authentication and authorization to prevent
the application’s control flow, attempts to enter the
system with anomaly passwords, and implementation
of 3DES and double hashes (MD5 and SHA-1) at the
application layer for passwords. The three recommen-
dations have been properly completed, so they are con-
sidered complete. Meanwhile, nine pentest operations
produces results that cannot be exploited. Based on
the security test results, which include ten agendas
linked to OWASP Top 10: 2021 and nine penetration
test activities, it is concluded that the application and
API service are secure. Additionally, the supporting
or integration environment is also secured and not
vulnerable to intruder.

IV. CONCLUSION

In conclusion, the research aims to provide DM
services to an Indonesian utility company as part
of a long-term strategic plan to generate additional
revenue beyond its core operations. The service is

TABLE XII
PENETRATION TEST ACTIVITIES AND RESULTS.

No. Penetration Test Activity Status

1 DDOS Slowloris Failed to Exploit
2 Scan Nmap Server Failed to Exploit
3 SQL Injection Failed to Exploit
4 Cross-Site Scripting (XSS) Failed to Exploit
5 Upload Backdoor on Menu Upload Failed to Exploit
6 Server Side Request Forgery (SSRF) Failed to Exploit
7 Scan Technology Framework Failed to Exploit
8 Account Take Over Failed to Exploit
9 Session Fixation Failed to Exploit

built using strong and safe methods in an iterative
development lifecycle framework to achieve the plan.
This framework includes processing electricity usage
data, testing application quality, checking infrastructure
quality, and ensuring access security for both front-
end as well as back-end applications via OWASP. The
data modeling method uses SVR with five evaluation
criteria, including 1.42 MAPE, 1.52 MSE, 1.23 RMSE,
9.23 RRMSE, and 1.0 Coefficient of Determination. It
outperforms PR and MLP Neural Network as the final
option to ensure product quality and security.

The application and service features are analyzed
and tested, leading to a 95% SLA per month, 24×7
access, and a processing time of less than 30 minutes
per batch. The feature meets the required threshold,
including 95% service response in throughput, 0.128
seconds for processing 2,000 requests, stability at 300-
500 in one second per hour, and 7-21 seconds during
peak hour. In addition, the feature is secured by passing
the nine penn tests item and ten vulnerability assess-
ments using OWASP top 10:2021 category. According
to the method and test results, the application, as well
as the service, are ready for deployment.

The research aims at exploration and application
service providers who use data utilities to generate
revenue from publicly available data. The research
effectively solves data privacy, exacted data genera-
tion, and protection against threats to data, containers,
and connectivity. In the context of this exploration,
initial areas requiring an incorporated strategy include
processing, data modeling, application development,
service testing, infrastructure verification, and service
security. Implementing strong security services will
help businesses to maximize potential revenue.

The limitation of the research is its focus on process-
ing and showing comprehensive data from all locations
only every two-year interval. Based on the restrictions,
a future exploration is proposed to implement DM
initiatives through energy usage and customers’ invoice
amount prediction. It can apply an incomplete and
scattered data set of electricity consumption in the
residential, business, industry, government, and social
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segments over a limited period.
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