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Abstract –   Artificial intelligence is one of the most developed 
fields in Computer Science where a lot of researches had been 
done to make the computer smarter to perform human-like 
task. One of the most common human-life task research that 
had been done is object recognition. Convolutional Neural 
Network is one of the most popular deep learning model 
to perform a good object recognition. While improving 
CNN model can be done by simply increasing the depth of 
its architecture, some researchers prove that as the CNN 
architecture go deeper, the accuracy will get worse. ResNet, 
with their residual layer, successfully lift the limitation, but 
ResNet by itself is too heavy for a mobile or low computing 
device. This paper proposes a new model which could reach 
the accuracy of ResNet while having faster prediction time. 
The proposed model and other state-of-the-art models had 
been trained on our own fruits and vegetables dataset. The 
result shows that the proposed model can reach the same 
accuracy as Resnet110 and overcome the accuracy of 
DenseNet121 while being faster than those models.

Keywords:  Deep Convolutional Neural Network; Deep
                         Learning; Image Recognition; Low Computing 
                    Device

I. INTRODUCTION

Artificial Intelligence development played an 
important role in attempt to make the daily work easier, like 
helping us in making agenda, reading texts, translating or 
summarizing them, cooking some foods, and many others. 
Artificial Intelligence is divided into various sub-field, such 
as: Neural Networks, Evolutionary Computation, Vision, 
Robotics, Expert Systems, Speech Processing, Natural 

Language Processing, Planning, and Machine Learning 
(Khaleel et al., 2023). 

An example of Artificial Intelligence technology 
is Automated Online Inventory System or well known as 
“Smart Fridge (Avinash et al., 2020), (Zhou et al., 2021). 
The automated online inventory system has database, user 
interface, and an ability of object classification, using image 
recognition or RFID (Fujiwara et al., 2018). Some research 
on classifying the object in smart fridge system used 
RFID and Barcode to classify or recognize the ingredients 
(Miniaoui et al., 2019) (Nejakar et al., 2022). The use of 
RFID tag seems simpler and require low cost, however it 
may lacks some additional information that can be used for 
more advanced task, such as the condition of the object. Then 
another idea is proposed which uses Convolutional Neural 
Network to classify the object image and display the output 
data into a tablet that has been planted in the Fridge’s door 
(Buzzelli et al., 2018), (Ashwathan et al., 2022). Instead of 
identifying the object using RFID tag, image recognition 
method is performed to identify the type and the condition 
of the object in the inventory. 

Since Convolutional Neural Network (CNN) won 
the image classification competition 2012 (ILSVRC12), lots 
of attention has been paid to deep layer CNN study (Han et 
al., 2018). CNN is widely used because of its advantages 
that enables raw images to be processed by an end to 
end system to some categories output without creating a 
specific feature extractor. In 2012, a more advanced CNN 
architecture called as AlexNet  (Krizhevsky et al., 2017) (Ni 
et al., 2021) was developed that contains of 8 neural network 
layers, 5 convolutional layers, and 3 fully connected layers. 
This AlexNet has outperformed the performance of the 
traditional CNN due to some additional layers added into it. 
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Every layer added to the network will contribute to different 
feature learning, yet there is a maximum threshold for depth 
with the traditional CNN model (Pei et al., 2021). At certain 
depth CNN may lose its performance due to the famous 
vanishing gradient problem (Dhruv & Naskar, 2020). Since 
then, a vast improved CNN architecture had been developed 
to obtain higher performance in both accuracy and time 
processing while also overcoming the vanishing gradient 
problem caused by deeper network. VGG-16 (Simonyan 
& Zisserman, 2014) (Parashar et al., 2022), InceptionNet 
(Szegedy et al., n.d.)(Nikhitha et al., 2019), ResNet (He 
et al., n.d.) (Yang et al., 2022), DenseNet (Dong et al., 
2022; Huang et al., n.d.) are some of the advanced CNN 
architecture that had been developed. However despite 
the advantages, each of these CNN architectures also have 
several drawbacks. 

Since Deep Convolutional Neural Network 
(AlexNet) won the image classification competition in 
2012, AlexNet is widely used to solve image classification 
tasks (Ni et al., 2021) (S. Li et al., 2021) (Titoriya & 
Sachdeva, 2019) (Patino-Saucedo et al., 2018). There are 
four major highlights that were presented by AlexNet: (a) 
ReLu activation function was used instead of tanh to add 
non-linearity, (b) the introduction of dropout layer to deal 
with overfitting, (c) the use of stacked pooling to reduce 
the size of the network, and (d) input with fix size 256x256 
pixels (Krizhevsky et al., 2017). AlexNet contains five 
convolutional layers and three fully connected layers with 
eight layers in total. Since AlexNet, the state-of-the-art CNN 
architecture is going deeper and deeper. VGG Network 
(Simonyan & Zisserman, 2014) and GoogleNet (Inception 
v1) (Szegedy et al., n.d.) have 19 and 22 layers respectively. 
The intuition behind this architecture is by adding more 
layers to the architecture it will progressively make it capable 
to learn more complex features. The first layer will learn 
edges, the second layer learns shapes, the third layer learns 
objects, and so on. However there is a maximum threshold 
for depth with the traditional CNN model (Pei et al., 2021). 
It shows that when the depth of CNN architecture reach 
certain number (56 in the experiment), the training error is 
increased. This happened due to a famous problem called as 
vanishing gradient problem. Thus it can be concluded that 
constructing deeper CNN is not a best solution to obtain 
high performance. 

Residual Network or ResNet is a neural network 
architecture that implements Residual Learning to overcome 
this vanishing gradient problem. Previously, depth of 
DCNN are capped from 16 to 19 layers. Residual learning 
can helps achieving deeper network while still producing 
high performance for image classification and image 
segmentation (B. Li & He, 2018). Residual mapping is 
easier to optimize rather than normal unreferenced mapping 
because if an identity mapping is optimal, it would be easier 
to push the residual to zero rather than fitting an identity 
mapping to a stack of nonlinear layers.

YOLO is a neural network architecture that focuses 
on detection speed for real-time image recognition (Latha 
et al., 2022) (Liang et al., 2022) (Xu et al., 2022). It has 
advantages in: (a) speed because it uses a single network 

as a pipeline, (b) lower background error because YOLO 
see image as a whole when making a prediction which 
could make it understand contextual information, and (c) 
endurance because it is highly generalizable resulting in 
lower chance of breaking when handling unexpected input 
(Redmon et al., n.d.). Nevertheless, YOLO accuracy still 
falls behind and struggling to detect small object. YOLO 
works by implementing Darknet framework as its backbone. 
In the first version, they add four convolutional layers 
and two fully connected layers, then last layer make class 
probabilities prediction and find bounding box coordinates. 
In the second version, a new model similar to VGG models 
is proposed and they use global average pooling to make 
prediction, compress the feature representation, batch 
normalization to stabilize training, speed up convergence, 
and regularize model (Redmon & Farhadi, n.d.). The final 
model has 19 convolutional layers and 5 maxpooling layers. 
In the third version, the network is improved by adding 
Residual learning and become remarkably deeper (Redmon 
& Farhadi, 2018). It has 53 convolutional layers and thus 
named as Darknet-53. Redmon and Farhadi stated that 
Darknet-53 performance is similar to ResNet model but 
with fewer floating-point operation which is make it more 
efficient and faster.

Another well known CNN-based architecture is 
GoogleNet or InceptionNet. The most convenient way to 
improve neural network performance is by enlarging its 
size. By size it could mean the depth of the network or 
the width - the number of units in each level. In the third 
version of InceptionNet, the idea to improve the network 
by using factorizing Convolutions is proposed. Factorizing 
convolutions can be performed by replacing a convolution 
layer with a bigger kernel to multiple convolution layers 
with smaller kernel (Szegedy et al., n.d.). This can lessen 
computational cost by reducing the number of parameters 
while maintain the network efficiency. Factorization will 
give very good result on medium grid-size when in feature 
maps in range 12 and 20.

Lastly, there is Densely Connected Convolutional 
Network (DenseNet) architecture that utilize short path 
characteristic that has been implemented in many network 
topologies (Zhong et al., 2020) (Herman et al., 2021). It is 
a simple connectivity pattern with short path characteristic 
to establish maximum information flow in the network by 
connecting each layer directly (Huang et al., n.d.). It means 
that DenseNet preserve feed-forward nature by append all 
preceding inputs to the result of current layer. DenseNet 
and ResNet might look similar but DenseNet always 
concatenate the feature before passed into a layer rather 
than adding them like ResNet. 

By analyzing all the advantages obtained from every 
state-of-the-art CNN-based architecture above, a proposed 
archictecture is presented. The proposed architecture will 
hold the base concept of inceptionNet while also applying 
other CNN-based architecture to increase its performance in 
accuracy and processing time.

This paper focus on the task of Fruits Image 
Classification, which is important part in the Automated 
Online Inventory System or Smart Fridge System. 
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Strength and drawbacks for each CNN architecture are 
analyzed, then a new Deep Convolutional Neural Network 
Architecture is proposed by combining some of the existing 
CNN architectures to overcome each of the architecture 
drawbacks for the task of fruits image classification. To 
prove that the proposed model can compete with the 
state-of-the-art architecture, an evaluation system will be 
performed to evaluate the accuracy and processing time 
along with the complexity.

II. METHODS

The research conducted in this paper will be executed 
by following the steps and procedures shows in the Figure 
1. Each of the step will be explained in the following 
subsections:

Figure 1. Research Framework Flowchart

2.1. Analysis, Literature Review, and Planning
This step analyzes the requirement of the system and 

the CNN models to be developed. Convolutional Neural 
Network itself has a limitation in the form of the accuracy loss 
caused by over fitting or under fitting. Deep Convolutional 
Neural Network such as ResNet and DenseNet can be used 
to solve those problems by either adding or concatenating 
the input to the output. Thus ResNet and DenseNet are 
taken as a comparison and goal for the accuracy.

Figure 2. State-of-the-art CNN-Based Architectures

As stated in the previous section, in this paper some 
novel CNN-based architectures (show in Figure 2) will be 
presented by utilizing the concept of some existing state-of-
the-art CNN-based architectures with few modifications as 
explained follows:
• ResNet: ResNet, as we can see in the Figure 2, has 

properties where the input of the block were added 
to the result of the block using what is called as skip 
connection. However in the proposed model, the input 

could be processed differently than the block to get a 
better result

• DenseNet: In a way, DenseNet is almost identical with 
ResNet, where the input is now concatenated to the 
result rather than adding it.

• YOLO: As for YOLO, we used the bottleneck blocks 
which convert the input to smaller layer, then goes to 
bigger layer as explained in the following equation or 
stack it twice.

(1)

(2)

• InceptionNet: As for the InceptionNet, the wide block 
is used to reach higher accuracy with lower number of 
parameters. But there are two types of blocks, which is 
the original and factorized blocks. The original blocks 
mainly uses convolution layers, while the factorized 
blocks may use multiple smaller convolution layers or 
using the 1xn nx1 convolution layers.

2.2. Data Collection
Images for the dataset will be collected by crawling 

on the internet to get images of objects to be recognized, 
which includes: apples, avocados, bananas, carrots, garlic, 
grapes, kiwis, mangoes, oranges, pineapples, tomatoes. 
Raw dataset consists of various number of images collected. 
After that, the dataset will be normalized by equalizing the 
number of images in each class. An observation will be 
made on whether dataset with equal number of images will 
affect the performance of CNN model. Then, the model will 
be trained using the normalized dataset, and after analyzing 
the result of each class, both of the previously made dataset 
will be combined by taking the highest class accuracy after 
comparing both classes to make it better.

To test the stability of the convolutional model, the 
model will be trained using the data with different numbers 
of images. And the model will be tested with two types of 
validation tests. The validation test itself consisted of 66 
images and 88 images. Table 1 shows the details of each 
dataset.

    Table 1. Student Distribution Frequency 

Fruits
Dataset 1 Dataset 2 Dataset 3

Train Test Train Test Train Test

Apple 58 5 60 8 58 8

Avocado 50 8 60 8 50 8

Banana 36 6 60 8 36 9

Carrot 27 6 60 8 27 8

Garlic 36 8 60 8 36 8

Grape 41 8 60 8 60 8

Kiwi 60 5 60 8 60 8

Mango 45 6 60 8 60 10

Orange 35 8 60 8 45 9

Pineapple 34 8 60 8 60 8

Tomato 51 7 60 8 51 8

Total 473 75 660 88 543 92
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2.3. Model Building
The research will be done by following the 

flowchart presented in the Figure 3. Convolutional Neural 
Network (CNN) model creation is the main purpose of 
this methodology. First, the standard CNN will be used. 
Afterwards, improving the accuracy of the standard CNN by 
adding and removing some layer, or changing the number 
of kernel used, or changing the kernel size or implementing 
the ideas from the state-of-art architectures as mentioned in 
the previous subsection, while constantly train and evaluate 
the CNN made. This paper will implement the proposed 
model into the CNN bit by bit.

  

 

(a) CNN Model Development 
Structure

(b) Proposed Architecture

       Figure 3. Our CNN Model Development and Proposed Model

And as the state-of-art architectures proves, 
mostly, CNN will have a better accuracy if they are made 
deep (He et al., n.d.). However there is a different idea, 
where the Inception is made wider and deeper than other 
CNN architectures (Szegedy et al., n.d.). Hence, the best 
architecture that made is found. The proposed model was 
developed using the concept of 

InceptonNet which consisted of three main line 
(strand) which later on combines into one as shown in the  
Figure 4.

Table 2. Top-5 Proposed Architecture

Model Base 
Architecture Depth Layer Information State-of-the-

art Model

CNN_3 Standard 
CNN 37 54 Residual: 

Conv, conv
ResNet and 

YOLO

CNN_5 Standard 
CNN 40 61 

Residual: 
Stacked 

Bottleneck, 
Bottleneck

ResNet and 
YOLO

CNN_11 Proposed 
Architecture 40 125 Factorization 

Layer
Residual and 
Inception Net

CNN_29 Proposed 
Architecture 44 151 3 blocks each 

strand
ResNet and 

YOLO

CNN_30 Proposed 
Architecture 48 173 4 blocks each 

strand 

ResNet, 
InceptionNet, 

and YOLO

There are missing parts where it could be filled by the 
layers that already explained briefly in previous subsection 
such as Residual layer, Batch Normalization layer, Dropout 

layer, Inception layer, Stacked Bottleneck layer.

Figure 4. Training Phase

After creating the models, the image dataset will be 
resized into 112, then normalizing the images as in equation 
3 which means for every i and j from 0 until the respective 
weight and height, the member of matrix xi,j will be divided 
with 255. The result of equation 3  will be normalized matrix 
where all of the member will be 0 < xi,j < 1 .

(3)

Model training regime is shown in Figure 4. Other 
training menu to compare the top-7 model to the state-
of-art architectures will be proposed. This process results 
in training one model by one model until a full list of 30 
models have been gotten in the end which follows the 
Phase 1 training. Followed by training in Phase 2 resulted 
in the accuracy from validation set 2. After the accuracy of 
validation set 1 and validation set 2 has been gotten, then 
continuing to calculate the average accuracy of each model 
as in attachment 1 until 3 in L-1 and L-2, which then gives 
us the top-5 models as can be seen in table 2 along with each 
of the model differences.

III. RESULTS AND DISCUSSION

3.1. Experiment Results
To compare the proposed model with the state-

of-art architectures, training the top 5 models along with 
DenseNet121, ResNet50, and ResNet110 is necessary. To 
compare the models, the evaluation of the current model 
every 5 epoch which shows the validation accuracy like 
previously done before is also needed, and training the models 
with data augmentation or image processing to improve 
the accuracy. The data augmentation setting is as follows:

• Image are re-scaled or normalized by dividing it by 255.
• Image may be rotated randomly within -20 to 20 

degrees.
• Image may be flipped horizontally.
• Image may be shifted from -10% to 10% from the 

original size horizontally or vertically.
Table 3.  Results of Batch Prediction on Validation Data 

Model 
Val_1 Val_2 Average

Acc Time Acc Time Acc Time
CNN_3 90,91% 162 81,82% 166 86,36% 164

CNN_5 90,91% 105 78,41% 103 84,66% 104

CNN_11 86,36% 37 78,41% 38 82,39% 38

CNN_29 92,42% 49 81,82% 49 87,12% 49

CNN_30 95,45% 38 85,23% 37 90,34% 38

DenseNet121 95,45% 46 84,09% 44 89,77% 45

ResNet50 95,45% 74 85,23% 73 90,34% 74

ResNet110 95,45% 157 85,23% 143 90,34% 150
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Table 3 shows that CNN_30 is considered as the best 
model by having the high accuracy and fast prediction time. 
We also applied a four different filter to each images dataset 
such as: vignette, paler color tone, adding more contrast, 
and other random filter. After the CNN_30 and state-of-art 
models are used to predict the base images and the filtered 
images, the result of prediction is analyzed. The results 
shows that the proposed model, CNN_30 successfully 
reach the same accuracy performance with ResNet50 
and ResNet110 and outperformed other state-of-the-art 
architectures such as DenseNet121. In terms of time, it also 
shows that the proposed model CNN_30 is faster than any 
other state-of-the-art models.

3.2. Discussion
Figure 5 shows the mapping of accuracy, time, and 

complexity of each model which uses the y-axis as accuracy, 
x-axis as complexity and the area of the circle is the time 
used. As seen in Figure 5 CNN_30 can predict as good as 
the other architecture such as ResNet50 and ResNet110. 
The CNN_30 model also runs faster than DenseNet121, 
ResNet50, and ResNet110. This statement also supported 
by the result of the experiment on filtered images, which 
shows that CNN_30 can work better than ResNet50 
and DenseNet121 and can give equal performance with 
ResNet110. 

Figure 5. Mapping of each Model Accuracy, Time, and Complexity

In addition, in terms of the model size, our proposed 
model CNN_30 is also considered as light size model, 
compare to other state-of-the-art architectures as shown 
in the Table 4. It means our proposed model CNN_30 is 
also suitable to be implemented in the mobile device or 
embedded system for smart fridge system which requires 
small memory.

Table 4. Size of each Model 

Model Model 
Complexity

Model 
Size (kb)

CNN_3 10.980.427 42.895

CNN_5 7.649.211 29.884

CNN_11 3.962.707 15.510

CNN_29 3.825.187 14.982

CNN_30 4.248.431 16.626

DenseNet121 6.965.131 27.286

ResNet50 863.403 3.388

ResNet110 1.740.363 6.827

IV. CONCLUSIONS

Based on the experiment, conclusions that can be 
made are:

• CNN_30 has been made and capable to classify fruit 
and vegetables even with only 60 images per class and 
660 training images in total.

• CNN_30 reaches 90.34% accuracy, better than 
DenseNet, and on par with ResNet50 and ResNet110

• CNN_30 predicts each image within 38 ms in average, 
which is faster than ResNet50 (74 ms), ResNet110 (150 
ms), and DenseNet121 (45 ms).

• CNN_30 is also suitable to be implemented in a mobile 
or embedded device system due to its small model size.
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