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Abstract – Melanoma is a kind of rare skin cancer that 
can spread quickly to the other skin layers and the organs 
beneath. Melanoma is known to be curable only if it is 
diagnosed at an early stage. This poses a challenge for 
accurate prediction to cut the number of deaths caused by 
melanoma. Deep learning methods have recently shown 
promising performance in classifying images accurately. 
However, it requires a lot of samples to generalize well, while 
the number of melanoma sample images is limited. To solve 
this issue, transfer learning has widely adapted to transfer 
the knowledge of the pretrained model to another domain or 
new dataset which has lesser samples or different tasks. This 
study is aimed to find which method is better to achieve this 
for early melanoma prediction from skin lesion images. We 
investigated three pretrained and one non-pretrained image 
classification models. Specifically, we choose the pretrained 
models which are efficient to train on small training 
sample and low hardware resource. The result shows that 
using limited sample images and low hardware resource, 
pretrained image models yield better overall accuracy and 
recall compared to the non-pretrained model. This suggests 
that pretrained models are more suitable in this task with 
constrained data and hardware resource.
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I. INTRODUCTION

Cancer is a disease caused by uncontrolled abnormal 
cell growth. In 2008, cancer contributes to 13% of the 
deaths in the world. One of the most severe cancer types 
that occurs in humans is skin cancer (Sinaga, 2018). As the 
outermost layer of the body which covers and protect the 

muscles and the organs underneath (Dildar et al., 2021), skin 
also needs to be protected from ultraviolet (UV) radiations 
and pollutants (Vijayalakshmi, 2019).

Human skin consists of two main layers: i) epidermis 
and ii) dermis. Epidermis layer is made of three types of 
cells, namely squamous, basal that is actively splitting 
creating keratinocyte, and melanocyte. The most common 
type of skin cancer is basal cell carcinoma (BCC), followed 
by squamous cell carcinoma (SCC), and melanoma (Al-
Zou et al., 2019). The main cause of most skin cancer cases 
is overexposure to the sun. Hence, skin cancer will most 
likely happen on the skin areas that are exposed to the sun 
extensively such as head area and arm (Dildar et al., 2021).

Although BCC and SCC are the most common types 
of skin cancer, they are not aggressively spreading to the 
other organs and relatively easier to cure. In the other hand, 
while being the less common type of skin cancer, once 
melanoma occurs it will quickly spread to the other organs 
if it is not treated in the early stage. In the later stages, 
melanoma is difficult to cure and potentially fatal (Dildar 
et al., 2021) (Vijayalakshmi, 2019). Melanoma is the 9th 
leading cause of cancer-related deaths (Lu & Zadeh, 2022).

Diagnosing melanoma conventionally starts from 
looking for unusual skin lesions by the doctor, taking skin 
lesion samples, and observing it under the microscope for 
further biopsy. This process can be painful for the patients and 
taking a lot of time. Moreover, the accuracy totally depends 
on the expertise of the doctor whose average accuracy is 
less than 80% (Kadampur et al., 2020). Fortunately, recent 
image classification technology has allowed quick and better 
diagnosis by utilizing deep learning methods (Kadampur et 
al., 2020) (Lu & Zadeh, 2022). 
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One of the most popular deep learning (LeCun 
et al., 2015) methods to perform image classification is 
convolutional neural network (CNN). It has the ability to 
efficiently learn complex features of the image input in the 
subsequent layers and yield high performance among image 
classification tasks (Alzubaidi et al., 2021). However, deep 
learning methods require many labeled samples for training 
and labeled medical data is scarce. Therefore, this issue 
limits its usage in the medical setting.

In order to train the model to generalize to new data, 
we can train a new model to our data or we can use transfer 
learning on pre-trained model. A pre-trained model is a 
model which has been trained on larger dataset that may 
or may not have relation to the target domain. Transfer 
learning could yield better prediction performance on small 
datasets. Nevertheless, transfer-learning method yields 
different result depending on the dataset size and how close 
the samples is to the dataset used for pretraining the model. 
For some domains, training the model from scratch yield 
better prediction accuracy than finetuning a pretrained 
model (Rezaoana et al., 2022).

A previous study (Kalaiyarivu & Nalini, 2022) 
compared CNN, Decision Tree (DT), Support Vector 
Machine (SVM), K-Nearest Neighbors (KNN), and Light 
Gradient Boosting Machine (LGBM) for classifying seven 
skin diseases namely actinic keratosis, basal cell carcinoma, 
benign lesions of the keratosis, melanoma, melanocytic 
nevi, dermatofibroma, and vascular lesions from skin 
images. Their result shows that CNN that was trained from 
scratch yield highest accuracy of 84% compared to the other 
machine learning methods. However, one issue of their 
study is that the data is imbalanced for each dataset. Similar 
CNN-based method also proposed albeit using different 
image preprocessing method to classify skin cancer types 
on small dataset (Aima & Sharma, 2019). However, their 
model struggles to generalize on such small dataset.

Alwakid et al. (2022) (Alwakid et al., 2022) proposed 
on using Enhanced Super-Resolution Generative Adversarial 
Network (ESRGAN) (Wang et al., 2018) to improve the 
image quality. The enhanced image is segmented to acquire 
the Region of Interest (ROI) which already provided in the 
dataset used (Tschandl et al., 2018) and augmented to fix 
the data imbalance. They used ResNet50 (He et al., 2016) 
as the classifier. Their result shows that using pretrained 
ResNet50 model yield significantly better result compared 
to their own proposed CNN architecture. Another research 
proposed on classifying benign and malignant skin lesion 
using Mask-RCNN (He et al., 2017) to select the skin lesion 
area and using pretrained ResNet152 to perform the binary 
classification (Acosta et al., 2021). 

A study by Muhaba et al. (2022) (Muhaba et al., 
2022) utilized pretrained MobileNetV2 to diagnose five 
types of common skin diseases. The dataset used contain 
only 200-300 image samples per skin disease type. Their 
result shows that even only using smartphone camera, the 
model can achieve 97.5% accuracy, 97.7% precision, and 
97.7% recall. This finding proves that the MobileNetV2 is 
capable to perform well under limited dataset and hardware 
resource.

This study is aimed on finding out whether 
training from scratch is more suitable for early melanoma 
detection than transfer learning from the pretrained model. 
Furthermore, instead of using deep architecture such as 
VGG  (Simonyan & Zisserman, 2014) and ResNet (He 
et al., 2016), we proposed using more resource-efficient 
architectures that can run on non-high-performance 
computers and mobile devices. We experimented with 
our own defined CNN based model and three ImageNet 
(Deng et al., 2009) pretrained models namely DenseNet121 
(Huang et al., 2017), MobileNetV2 (Sandler et al., 2018), 
and EfficientNetV2 (Tan & Le, 2021). The task used in this 
study is binary classification between melanoma and non-
melanoma skin conditions.

II. METHODS

As illustrated in Figure 1, the experiment in this 
study begin with the preprocessing of the image samples 
in the dataset. After the images are preprocessed, we 
experimented with four different CNN-based method. We 
also evaluated the accuracy, recall, and F1-score from the 
test result for each model used. 

2.1 Dataset
We use HAM10000 (Tschandl et al., 2018) for 

training and testing. The dataset HAM10000 contains a 
collection of images of benign and malignant pigmented 
lesions. These pictures were taken of lesions on an Austrian 
patient who had very severe chronic sun damage over a 
period of 20 years. It is also known that people with darker 
skin color have lower risk of suffering from melanoma 
(Gloster and Neal, 2006).

Figure 1. The proposed methodology

The dataset contains 17805 skin images in total where 
8903 images are of skins with melanoma. Figure 2 shows an 
example of each class in the dataset. We split the dataset 
into 6:2:2 for training, validation, and test respectively.
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Figure 2. The example of melanoma skin lesion (left)

and non-melanoma skin lesion (right).

2.2 Data Preprocessing
The preprocessing steps are done to let the model 

learn optimally from available samples (Tabik et al., 2017). 
More samples will lead to better generalization and less 
prone to overfitting (Alwakid et al., 2022). Each image 
sample in the dataset is resized into 224*224 pixel. The 
samples in the training set are augmented to generate more 
samples. The augmentation process done include image 
rotation, horizontal image mirroring, and changing the 
contrast. Lastly, all the images are converted into grayscale. 
The augmentation results from one of the training sets can 
be seen in Figure 3.

Figure 3. The sample of the augmented image

2.3 Model
We compared our own non-pretrained CNN-based 

model and three pretrained CNN-based model. For fair 
comparison, those four models were trained on the same 
dataset with the same training, validation, and test data.  
Furthermore, all models used in this study were trained 
on 30 epochs and batch size of 32. The models were 
optimized using Adam optimizer (Kingma & Ba, 2014) 
with the learning rate of 0.0001. Since our task is binary 
classification, we used the binary cross entropy to calculate 
the loss during training.

2.3.1 Non Pretrained CNN Model
Our non-pretrained CNN model consists of four 

convolutional blocks which consists of the sequence of 
3*3 sized kernel convolutional layer followed by ReLU 
activation function and 2*2 max pooling layer. These 
blocks are then followed by a block that consists of another 
convolution layer with 3*3 kernel size, ReLU activation 
function, and a global average pooling layer with 2*2 kernel 

size. The features then fed into a series of fully connected 
layers with dropout layers in between. The full architecture 
is illustrated in Figure 4. 

Figure 4. The architecture of the proposed non-pretrained
CNN-based model.

2.3.2 Pretrained CNN Model
In this study, we used ImageNet pretrained models. 

We specifically choose the three models which were claimed 
to perform well with hardware constraint. The pretrained 
models used in this study are MobileNetV2, EfficientNetV2, 
and DenseNet121.

MobileNetV2 is a small-sized model which is 
originally designed to run on mobile devices. Its low 
complexity has also become an advantage in this study 
since the training data is relatively small (Nur et al., 2022). 
EfficientNetV2 is created for faster training by reducing 
the model size, thus reducing the number of parameters. It 
utilizes neural architecture search and progressive learning 
to further optimize the model (Saragih et al., 2022). 
DenseNet is a neural network model that is proposed to 
solve the problem with vanishing gradient. Vanishing 
gradient often happens with deep architectures, DenseNet 
solved this by densely connecting layers in order to prevent 
the gradient loss during backpropagation in the early layers 
(Bozkurt, 2021). Figure 5 show the architectures of the 
model used in this study.

        
Figure 5. MobileNetV2 architecture. The left side image shows the single 

stride block with residual connection. The right side image shows dual 
stride block without residual connection.

(Sandler et al., 2018)
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Figure 6. The structures of MBConv (the left side) and Fused-MBConv 
(the right side) as a fundamental building blocks of EfficientNetV2 

(Gomroki et al., 2023)

Figure 7. The layers of one dense block from the DenseNet architecture. 
Each layer takes all the preceding layers as the input

(Huang et al., 2017)

2.4 Evaluation
Each model was evaluated by calculating the 

accuracy, recall, precision, and F1-score. We decided that 
recall is the most important metric since the task is to detect 
melanoma in the early stage. It would be fatal for the actual 
melanoma patients who are predicted as non-melanoma 
than the other way back. Therefore, it would be better 
for the model to have lower number of incorrectly actual 
positives as a negative.

III. RESULTS AND DISCUSSION

The test results from each model are shown in Table 
I. It was calculated from the confusion matrix produced by 
each of the models shown in Figure 8. The overall result 
shows that all the models achieve above 90% accuracy and 
above 96% precision. However, none of the models achieve 
higher than 89% recall.

Table I. The calculated accuracy, precision, recall, and F-score yield from 
the test set of each model architecture.

Model Accuracy 
(%)

Precision 
(%)

Recall
(%) 

F-Score 
(%)

Non-pretrained 91.35 99.53 83.10 90.58

MobileNetV2 93.77 97.56 89.78 93.51

DenseNet121 93.60 99.81 87.37 93.18

EfficientNetV2 93.34 98.43 88.10 92.98

Compared to the pretrained models, the result of 
the non-pretrained model is lower. This may be caused 
by the number of samples of which considered small and 
the regularization technique used. Furthermore, proper 
parameter tuning would improve the general performance.

Among the pretrained models used in this study, the 
highest accuracy is achieved by the MobileNetV2 model 
with 93.77%. However, DenseNet121 achieved the highest 
precision of 99.81%, while our non-pretrained model 
achieved only 0.28% lower than this. The highest recall 
score is 89.78% using MobileNetV2, show in Figure 8.

(a). Non-pretrained (b). MobileNetV2

(c). DenseNet121 (d). EfficientNetV2

Figure 8. The confusion matrix of the test result from each of the 
models used. The rows represent the ground truth labels and the columns 

represent the predicted labels.

Looking at Figure 9, which illustrates the loss curve 
plotted during the training and validation, we can see that 
the pretrained model smoothly converges while our non-
pretrained model fluctuates significantly. Our small batch 
size during training might cause this phenomenon, since 
some difficult samples may not be constantly included in 
every mini batch thus creating such sharp increases in loss 
curve.

Furthermore, we can see that pretrained models start 
from lower loss compared to the non-pretrained model. This 
suggests that pretrained models already learned the main 
image features from the dataset they previously trained on. 
This means that using less epochs, the pretrained models 
can achieve lower loss, thus reducing the training time. 



45Training CNN-based Model on Low Resource Hardware… (Ivan Halim Parmonangan, et al)

(a). Non-pretrained

(b). MobileNetV2

(c). DenseNet121

(d). EfficientNetV2

Figure 9. The loss plot for each of the models used within 30 epochs.

IV. CONCLUSION

This study is aimed to find out whether pretrained 
model is suitable model for detecting whether the given skin 
lesion image has melanoma or not. Furthermore, we picked 
the models which are claimed to be efficient to train with less 
hardware and data resource. Since the implementation is for 
early detection of melanoma skin lesion, we regard recall 
score as more important than the other evaluation metric 
values. The highest recall value of this study is achieved 
by using pretrained mobileNetV2 model. The result of non-
pretrained model also shows that in this task, it is better to 
use pretrained model than training a model from scratch.

There are several things that are interesting to 
explore in the future. For instance, the result in this study is 

not tested on real world patient data. This poses a challenge 
as the picture taken from various devices may affect the 
prediction result. Furthermore, the recall result in this 
study shows that further studies are necessary to reduce the 
number of false negatives.
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