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Abstract –  This paper provides a review of 

previous studies in Low-Resolution Face 

Recognition (LRFR), specifically focusing on 

cross-resolution Face Recognition (FR) 

methods. While state-of-the-art deep learning 

FR systems achieve high accuracy on high-

resolution (HR) images, they are generally 

unsuitable for low-resolution (LR) images 

frequently encountered in applications like 

surveillance systems, where faces often have 

low pixel counts due to capture conditions. 

Cross-resolution FR, which compares an HR 

image with an LR image, presents a significant 

challenge due to the distinct visual properties of 

images at different resolutions. The paper 

discusses two primary approaches to address 

this problem: super-resolution (SR), which is a 

transformative method that aims to construct 

HR images from LR ones, and unified feature 

space (UFS), a non-transformative method that 

maps facial features from varying resolutions 

into a shared feature space. This work 

summarizes both SR and UFS methods. Based 

on the review, the paper concludes that non-

transformative (UFS) methods are more 

suitable for future directions. This 

recommendation is driven by their lower 

computational power requirements, proven 

effectiveness in real-world implementations 

such as mobile devices and drones, and 

alignment with current technological trends. 

The paper also emphasizes the need for further 

research using real or natural LR face images 

to identify degradation patterns and compare 

results between real and artificially generated 

LR images. 

 

Keywords: Deep Learning; Face Recognition; 

Low-Resolution Face Recognition 

I. INTRODUCTION 

In recent years, Face Recognition (FR) 

systems have seen significant advancements in 

deep learning architectures. Some state-of-the-

art models have achieved more than 99% 

accuracy on the LFW dataset. However, these 

models require high-resolution (HR) images, 

including pre-processing steps like face 

alignment. As such, they are unsuitable for low-

resolution (LR) images. LR images are 

typically found in surveillance systems which 

often produce low-pixel-counts face images.  

Some previous work, such as that by 

(Knoche et al., 2021) that uses ResNet50 has 

shown that image resolutions below 50 x 50 px 

significantly reduce FR accuracy. Other work 

that uses IResNet (Duta et al., 2020) and 

MobileNet (Sandler et al., 2018) also gives 

similar reports. 

In general, there are two FR scenarios 

depending on the image resolution (Knoche et 

al., 2023). First is FR by comparing 2 images 

where both are LR. The second one is FR by 

comparing 2 images where one is HR and the 

other is LR, also known as cross-resolution FR 

method. The latter is harder because of the 

distinct visual properties of HR and LR images. 

There are a few approaches to solve cross-

resolution FR issues:  

1) Super-resolution (SR) is a method that uses 

LR images to construct HR images, often 

called transformative approaches.  

2) Map or project face features from existing 

LR and HR into similar space to learn the 

Unified Feature Space (UFS), often called 

non-transformative approach. 

In this work, we review previous studies on 

Low Resolution Face Recognition (LRFR), 
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focusing specifically on cross-resolution FR 

methods, comparing SR and UFS approaches. 

This paper gives the following contributions: 

• Summary of Super Resolution methods. 

• Summary of Unified Feature Space 

methods. 

• Conclude which method is better for future 

directions. 

One application of LRFR is in surveillance 

systems. Faces in these systems are often 

captured at considerable distances, high angles, 

and under poor lighting conditions. As a result, 

detected faces often provide low feature 

information. Although HR face recognitions 

have almost 100% accuracy, LRFR is still quite 

a challenge. In this section, we will discuss and 

analyze previous works conducted using SR / 

transformation-based approach and UFS / non-

transformation-based approach). 

II. METHODS 

This paper selected relevant papers related 

to low-resolution face recognition frameworks. 

We employed a systematic approach using 

Google Scholar. Keywords such as “low-

resolution face recognition” and “low 

resolution face recognition dataset” are utilized 

to identify pertinent literature. Papers selected 

are no earlier than 2016 to preserve relevancy 

and to observe changes of LRFR approaches 

over the years. The search process includes 

screening titles, abstracts, and keywords to 

ensure relevancy. Citation tracking and 

reference lists are also used to collect more 

relevant studies. After the screening process, 

selected papers will be examined thoroughly to 

assess their adherence to the LRFR 

methodologies. Papers that met the criteria are 

included for further analysis, while those that 

did not meet the criteria are excluded. 
Once the final set of papers are gathered, we 

perform a comprehensive review of the 

methodologies used in each paper. This 

involved extracting key details about the 

research designs, data collection, preprocessing 

techniques, and modeling approaches for 

LRFR.  
The analysis encompasses the summary and 

comparison of Unified Feature Space & Super 

Resolution derivation such as: Prior-Guided, 

Identity Preserving, and Reference. This also 

includes relevant datasets that can be used to 

support the two. The findings are organized and 

presented in a structured manner to provide a 

clear understanding of the employed 

methodologies.  

III. RESULTS AND DISCUSSION  

In this section, we will present papers that 

contribute to LRFR. To organize the 

contributions effectively, the papers are 

arranged in chronological order based on the 

year of publication. This allows us to track 

research progression and observe the evolution 

of the field. Datasets that can be used to LRFR 

will be presented in this section as well.  

 
Figure 1. Distribution of LRFR Approach 

 

 
Figure 2. Distribution of Dataset 

One application of LRFR is in surveillance 

systems. Faces in these systems are often 

captured at considerable distances, high angles, 

and under poor lighting conditions. As a result, 

detected faces often provide low feature 

information. Although HR face recognitions 

have almost 100% accuracy, LRFR is still quite 

a challenge. In this section, we will discuss and 

analyze previous works conducted using SR / 

transformation-based approach and UFS / non-

transformation-based approach). 
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3.1 Super Resolution (transformation-based 

approach)  

Super Resolution works by transforming 

LR face images into HR face images, which are 

then used for FR. Super Resolution itself can be 

categorized into several “branch” depending on 

the approach. For example: General Face SR, 

Prior-guided Face SR, Attribute-constrained 

Face SR, Identity-preserving Face SR, and 

Reference Face SR, etc. (Jiang et al., 2021).

 

 
Figure 3. Taxonomy of face super-resolution 

 

Each with their own pros and cons. For 

example, General Face SR methods aim to 

create efficient networks. However, they ignore 

prior information of human faces which results 

in HR images with mediocre facial structures. 

Among the 5 mentioned branches, we will 

discuss Prior-guided, Identity-preserving, and 

Reference. The reason is because these 3 are 

among the most popular methods. 

 

3.1.1 Prior-guided 

 
Figure 4. Milestones of pre-prior FR method 

Prior-guided Face SR works by extracting 

facial prior information and using that 

information for HR reconstruction. This method 

derives its name from the use of prior 

information, such as facial parsing maps, 

heatmaps, and landmarks which guide the 

reconstruction process. This aims to create HR 

face images with better facial structures. This 

Face SR method can be divided further into 

several approaches. SeRNet (Yu et al., 2021) 

pre-trains a face structure extraction network 

that will be used to extract facial parsing maps. 

PSFR-GAN (C. Chen et al., 2021) to calculate 

matrix loss of each semantic regions, designs a 

new semantic aware style loss. FSRG3DFP (Hu 

et al., 2021)  uses a different approach by using 

3D facial priors instead of the usual 2D priors. 

This method learns facial details and facial 

components in 3D by the spatial feature 

transform block. Those mentioned methods are 

called pre-prior because they extract prior 

estimation before performing super resolution, 

thus ignoring the correlation between face 

structure prior estimation and SR enhancement. 

 
Figure 5. Milestones of parallel-guided FR method 

Other prior-guided methods work by 

performing prior estimation and super-

resolution in parallel. More specifically, they 

create prior estimation network and super-
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resolution network, train them in parallel and 

take ground truth of facial prior information to 

calculate prior-based loss. JASRNet (Yin et al., 

2020) uses a shared encoder which performs the 

2 jobs simultaneously. ATSENet (M. Li et al., 

2021) also could perform 2 jobs 

simultaneously. But unlike JASRNet, it feeds 

features from prior estimation network branch 

into a unit in the super-resolution branch called 

feature fusion unit. Other methods like HaPFSR 

(C. Wang et al., 2021) and OBC-FSR (J. Li et 

al., 2021) also works similarly. 

3.1.2 Identity Preserving 

 
Figure 6. Milestones of identity-preserving FR method 

Identity-preserving Face SR works by 

maintaining identity consistency of LR face 

image and generated HR face images with the 

purpose of performance improvement of down-

stream FR. Identity-preserving can be divided 

into 2 methods: FR-based or Pairwise Data-

based. The former uses FR network to find 

identity loss. There are 2 main components: 

super-resolution model, a pre-trained face 

recognition network, and optional 

discriminators. The super-resolution model 

resolves the input of LR face image, generating 

identity value which is fed into the pre-trained 

FR network. The recent previous works are FH-

GAN (face hallucination generative adversarial 

network) (Bayramli et al., 2019), WaSRGAN 

(H. Huang et al., 2019), IPFH (Identity 

preserving face hallucination) (F. Cheng et al., 

2021), and C-SRIP (Grm et al., 2020). Another 

work called EIPNet (Kim et al., 2020) 

contributes by minimizing distortions created in 

SR by using lightweight edge block and identity 

information. The edge block is lightweight by 

only using 1 convolutional layer and 1 pooling 

layer. Extracted edge information from images 

are concatenated to the original feature maps in 

multiple scales. DIDnet (F. Cheng et al., 2021)  

contributes by integrating constraints to 2 

closed loops network. The first loop network is 

responsible for generating HR face images from 

LR ones, where the constraint preserves the 

identity in HR features space. The second loop 

network is responsible for learning image 

degradation process.  

3.1.3 Reference  

 
Figure 7. Milestones of reference FR method 

Unlike previous methods that use only LR 

face image as input, Reference also uses HR 

face images of the same identity that comes 

within provided dataset. These HR face images 

give face details which are used for reference 

for face reconstruction; thus the method name 

comes from. There are 2 different approaches in 

reference: single reference image or multiple 

reference images.  
In single reference image approach, as the 

name suggests, only uses one HR face image 

that shares the same identity with a LR face 

image which serves as reference. However, the 

single reference image may have different poses 

or facial expressions that could hamper face 

reconstruction. To fix this problem, a face 

alignment needs to be performed between the 

reference and the LR image. Then both the 

reference and the LR image are fed to the 

reconstruction network to perform SR. (X. Li et 

al., 2018) uses single reference image method 

and perform face alignment of the reference and 

LR image using face landmarks. Then they fed 

those images into the reconstruction network. 

(Dogan et al., 2019) uses similar approaches but 

perform face alignment using flow field. After 

the alignment process, features are extracted 

from the reference image and fed into the 

reconstruction network.  
As for multiple reference images, (X. Li et 

al., 2020) is the first to explore this method 

called ASFFNet. Among the reference images, 

they select the image that has the most similar 

pose and expression to the LR image using 

guidance selection module. Any existing 

differences in alignment or illumination 

between reference image and LR image are 

mitigated using weighted least-square 
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alignment (Schaefer et al., 2006) and AdaIN (X. 

Huang & Belongie, 2017). Other work by (K. 

Wang et al., 2020) called MEFSR uses all 

reference images and fed them into weighted 

pixel average module for feature extraction and 

face reconstruction. 

3.2 Unified Feature Space (Non-

transformation-based Approach) 

Non-transformation approach works by directly 

projecting facial features from various 

resolution images into a common feature space. 

Most of these methods use CNN like (Zangeneh 

et al., 2020) combined with a non-linear 

coupled mapping architecture. (Massoli et al., 

2020) uses a teacher-student method. (Lu et al., 

2018) uses deep coupled ResNet model 

consisting of 1 trunk network to extract facial 

features and 2 branches of network transform 

HR and corresponding LR features into 

common feature space. (Talreja et al., 2019) 

proposed a coupled GAN and multiple loss 

functions utilized in attribute-guided cross-

resolution FR model. (Ge et al., 2018) 

contributes a low computational method and 

uses a new learning approach with selective 

knowledge distillation. While (Sun et al., 2020) 

uses a shared classifier between HR and LR 

images to narrow domain gap. This work 

embeds multiple hierarchy loss into the 

intermediate layers to reduce the distance of 

intermediate features and avoids the over usage 

of intermediate features.

 

 
Figure 8. Milestones of non-transformative FR method 

(Knoche et al., 2021) uses BT-M model. It 

was trained with half the number of LR images 

in each batch. In addition of BT-M model, they 

also use ST-M1 and ST-M2 where both 

incorporate a Siamese network structure that 

enables optimization in respect to additional 

feature distance loss. Another work by (Zeng et 

al., 2016) also uses a similar BT-M model, but 

they use a resolution-invariant deep network 

train it directly with unified LR and HR images. 

(Mudunuri et al., 2018) uses cross-resolution 

contrastive loss on features of 2 separate 

network branches. One branch focuses on HR 

images and the other focuses on LR images. (Lai 
& Lam, 2021) solved the problem of deep 

Siamese network structure and combined cross-

resolution triplet loss with a classification loss. 

While (Zha & Chao, 2019) also applied cross-

resolution triplet loss like (Lai & Lam, 2021) 
combined with 2 branch networks like 

(Mudunuri et al., 2018). (Terhörst et al., 2021) 

aims to complete a distinct goal by focusing on 

image quality, pose, and age variations unlike 

previous works that focused only on image 

quality. This is achieved through combining 

quality-aware comparison score, model-

specific face image quality, and FR model 

based on magnitude-aware angular margin loss. 

While (Zhao, 2021) uses a new technique for 

correlation feature-based FR, an unusual 
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method among other works. Recent work by 

(Knoche et al., 2023) uses Octuplet Loss to 

allow any network directly to learn the 

connection between HR and LR images while 

maintaining HR performance. Octuplet Loss is 

4 different triplet loss inspired by (Lai & Lam, 
2021) and (Gómez-Silva et al., 2020), however 

unlike (Lai & Lam, 2021), (Knoche et al., 2023) 

uses fine-tuning instead of training the model 

from scratch. 

Recent technology of Unmanned Aerial 

Vehicles (UAVs) or drones also provides 

potential to perform LRFR. Due to the huge 

distance between the drone and face target, 

combined with limited battery capacity of the 

drone, it necessitated LRFR models that have 

both accuracy and lightweight computation. 

(Alansari et al., 2024) uses EfficientFaceV2S to 

perform LRFR on drones using drone-captured 

face image dataset. This method uses pretrained 

model from EfficientNetV2S and modified it by 

slowing down the sampling of the first 

convolution layer to 1 stride from the original 

of 2 strides. Accuracy and lightweight 

computation necessities also apply to mobile 

devices when performing FR in authentication. 

(Alansari et al., 2023) uses GhostFaceNets that 

uses PreLu activation function to improve 

model discrimination. This method uses Ghost 

bottleneck layers and some convolutions to only 

use 1x512 dimensions of embeddings.  

3.3 Dataset 

A high-quality dataset is essential for optimal 

results. In this case the dataset must contain 

labeled faces of people, either in LR or HR. 

Some datasets also contain extra information 

like gender, hair color, facial landmarks, facial 

heatmaps, and occlusions. In this section, we 

divide the datasets into 2 groups: dataset that 

contains LR and HR images (unconstrained 

environment), and dataset that contains only 

HR images (constrained environment). 

Optionally, researchers can generate their own 

dataset by creating LR images from existing HR 

datasets. Unconstrained environment datasets 

also provide various poses, illumination, 

occlusions, or small face pixels due to the huge 

distance between the subject and the camera. 

While constrained environment datasets also 

provide those variations, it is lackluster 

compared to the former.  

 

3.3.1 Dataset in unconstrained environment 

Table 1. Summary of public datasets in unconstrained 

environments. 

Dataset Image Number Identities 

AR Face 4.016 116 

MegaFace 

Challenge 2 
4.7 million 672.000 

Youtube Faces 3.425 1595 

SCface 4.160 130 

UCCSface 70.000 130 

LFW 13.233 5749 

CASIA-WebFace 500.000 10.000 

DroneFace 66 11 

TinyFace 169.403 5139 
 

1) AR Face: The AR Face dataset (Benavente, 

1998) contains 116 identities (63 men and 

63 women) with different facial 

expressions, illumination, and occlusions 

like sunglasses or scarves under strictly 

controlled conditions.  

2) MegaFace Challenge 2: The MegaFace 

challenge 2 dataset (Nech & Kemelmacher-
Shlizerman, 2017) contains 4.7 million face 

images and more than 672.000 identities. 

Subset selection can be performed on this 

dataset with tight bounding boxes to 

generate an LR subset of this dataset that 

contains faces smaller than 50x50 pixels (P. 

Li et al., 2018). 

3) YouTube Faces: The YouTube Faces 

Database (Wolf et al., 2011) contains 3425 

videos of 1595 identities. This dataset was 

designed to study the problem of 

unconstrained FR in videos. 

4) SCface: The SCface dataset (Grgic et al., 

2011) contains 4160 static face images (in 

the visible and infrared spectra) of 130 

identities collected in an uncontrolled 

indoor environment using 5 video 

surveillance cameras of various qualities.  

5) UCCSface: The UnConstrained College 

Students (UCCS) dataset (Sapkota & Boult, 
2013) Contains 180 identities of people 

walking on University of Colorado 

sidewalk from 100 to 150 meters, at 1 frame 

per second. The dataset consists of more 

than 70.000 hand-cropped face regions. 

Although the data are captured by HD 
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cameras, the face regions are tiny due to the 

large distance and contain a lot of noise or 

blurriness. 

6) LFW: Labeled Faces in the Wild (LFW) 

dataset (G. B. Huang et al., 2008) contains 

13233 face images of more than 5000 

identities taken from public videos, 

pictures, etc. It is noted that faces other than 

the labeled target should be treated as 

background. 4069 identities only have a 

single image in the dataset while the rest 

have 2 or more images. 

7) CASIA-WebFace: CASIA-WebFace 

dataset contains around 500000 images of 

10000 identities. It was created to expand 

the LFW dataset. 

8) DroneFace: DroneFace dataset (Hsu & 

Chen, 2017) contains 66 images of 11 

identities (7 males, 4 females). The face 

images are taken by drones from various 

combinations of heights and distances. It is 

used for FR onto drones. 

9) TinyFace: TinyFace dataset (Z. Cheng et 

al., 2018) contains more than 160000 

images of 5000 identities. The images are 

captured in an open environment, thus, 

have real LR images.  

3.3.2 Dataset in constrained environment  

Table 2. Summary of public datasets in Constrained 

Environment 

Dataset Image Number Identities 

CACD200 160.000 2.000 

VGGFace2 3.31 million 9.131 

UMDFaces 367.888 8.277 

 

1) CACD200: CACD200 dataset (B.-C. Chen 

et al., 2015) contains more than 160000 

images of 2000 identities. The identities are 

celebrities with ages ranging from 16 to 62. 

This dataset can also be used to perform FR 

across ages. 

2) VGGFace2: VGGFace2 dataset (Cao et al., 

2017) contains more than 3 million images 

of more than 9000 identities. Each identity 

has an average of 360 images. The images 

are taken from Google Image Search and 

contain many variations of age, pose, 

ethnicity, illumination, and professions. 

3) UMDFaces: UMDFaces dataset (Bansal et 

al., 2016) contains around 360000 images of 

more than 8000 identities. The images 

contain face key points, genders, and 

bounding boxes for faces. 

IV. CONCLUSION 

In this paper, we discussed two primary 

methods of LRFR: the transformation method 

and the non-transformation method. The 

transformation method or Super Resolution 

method can be divided into 5 sub-methods. We 

have discussed 3 of these sub-methods: prior-

guided, identity-preserving, and reference 

because they are most popular. All 3 use large 

training models and require high computation 

power to reconstruct HR images which are still 

difficult to implement in the real world. As for 

non-transformation methods, it requires much 

less computing power and is much easier to 

implement in the real world as proven by 

several works in mobile devices (Alansari et al., 

2023) and drones (Alansari et al., 2024) that 

have limited battery power. For future work, we 

suggest using non-transformative methods 

because they require less computing power, 

produce satisfying results proven by previous 

works, and current tech trends are mobile 

devices and drones. 

Further research into using real or natural 

LR face images is also necessary to find 

patterns in the degradation process between LR 

and HR face images of the same person. This 

also includes comparing which will yield better 

results in LRFR between using real LR and 

artificial LR face images.  
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