JURNAL EMACS

e-ISSN: 2686-2573
[Engineering, MAthematics and Computer Science] Vol.7 No.3 September 2025: 363-370 DOI: 10.21512/emacsjournal.v7i3.13493

Comparison of IndoBERT and SVM Algorithm
to Perform Aspect Based Sentiment Analysis
using Hierarchical Dirichlet Process

Sheila Prima Octarini', Alfi Yusrotis Zakiyyah?, Kartika Purwandari**
1 Computer Science Department, School of Computer Science,
Bina Nusantara University,
Jakarta, Indonesia 11480
sheila.octarini@binus.ac.id, alfi.zakiyyah@binus.ac.id,
kartika.purwandari@binus.ac.id

*Correspondence: kartika.purwandari@binus.ac.id

Abstract — Analyzing the performance of SVM
and IndoBERT models for aspect-based
sentiment analysis on fashion reviews in
Tokopedia E-Commerce. This study employs
the SMOTE technique due to the imbalance in
the original data. Aspect determination using
the Hierarchical Dirichlet Process (HDP)
model yields satisfactory results with an
adequate coherence score. The comparison
between SVM and IndoBERT methods for
aspect-based sentiment analysis shows that
SVM is superior. IndoBERT achieved an
accuracy of 87%, precision of 91%, recall of
93%, and F1-Score of 92%, while SVM attained
an accuracy of 96%, precision of 100%, recall
of 92%, and FI- Score of 96%. Therefore, the
SVM model was chosen for implementation on
a website that allows users to view aspect-based
sentiment analysis on products in E-Commerce.
The HDP model effectively grouped related
terms into aspects such as ‘“Material,”
“Shipping,” and  “Colour,”  enhancing
interpretability in sentiment classification. The
resulting website enables users to analyze
product sentiments interactively, providing
actionable insights for both sellers and
customers to assess product quality and service
satisfaction more efficiently.
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I. INTRODUCTION

As the digital age progresses, more people
prefer online shopping. The convenience of
browsing various products, comparing prices,
and the ease of shopping online are some of the
advantages of online (Parengkuan &
Nurhasanah, 2021). Additionally, consumers
benefit from being able to review product
feedback or reviews, which greatly influences
purchasing decisions. Especially relevant in
fashion products, where the quality presented
on online stores may differ from the actual item
in terms of size, design, and material. This study
aims to assist consumers in minimizing the time
spent reviewing product reviews by using
Aspect-based Sentiment Analysis (ABSA).

Sentiment analysis, also known as opinion
mining, is a technique in natural language
processing (NLP) used to determine sentiment
or opinions within a (Goldberg, 2017).
Sentiment analysis can be categorized into three
levels: document, sentence, and aspect (Liu,
2020). At the aspect level, documents are
analyzed based on predefined aspects or
entities.

In this study, aspect identification will use
the Hierarchical Dirichlet Process (HDP)
method. HDP is a statistical model used to
group textual data into various naturally
occurring topics or aspects. The HDP method is
an improvement over the LDA method, as HDP
delivers better performance in topic modeling,
especially when dealing with continuously
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growing text data (Maulani et al., 2024). In
previous research, the HDP model achieved
higher accuracy compared to LDA and avoided
overfitting.

A study by M.P. Geetha et al. in 2021
showed that the BERT (Bidirectional Encoder
Representations from Transformers) method
outperformed Naive Bayes, Long Short-term
Memory (LSTM), and Support Vector Machine
(SVM). SVM followed with higher recall,
precision, and F1- score compared to LSTM
and Naive Bayes. This motivated the author to
further explore the BERT and SVM methods.

IndoBERT is a variant of BERT designed
for Indonesian language (Taufiq Dwi Purnomo
& Joko Sutopo, 2024). It processes text in two
main phases: pre-training and fine-tuning (Koto
et al.,, 2020). In pre-training, the model is
trained on tasks like predicting missing words
(masked language model) or predicting the
relationship between two sentences. The second
phase, fine-tuning, involves sentiment analysis
using labeled data relevant to the problem at
hand. In this study, aspect-based sentiment
analysis focuses on positive and negative
sentiments for each aspect.

Support Vector Machine (SVM) is a
machine learning algorithm used for
classification and regression tasks (Blanco et
al., 2023), (Sarang, 2023). It works by finding a
hyperplane that maximally separates two
classes in the data. The main goal of SVM is to
find the best separating line that maximizes the
margin between two data classes (Gaye et al.,
2021). In SVM, some key data points from each
class, known as support vectors, are used. The
hyperplane is positioned in a way that
maximizes the distance between support
vectors from different classes. SVM is not
limited to two-dimensional data; the kernel trick
can be used to map data to higher dimensions,
allowing for the separation of non-linearly
separable data in the original space (Cortes &
Vapnik, 2019).

In this research, IndoBERT and SVM
models will be compared to analyze aspect-
based sentiment in fashion products on the
Tokopedia marketplace. The results of this
study are expected to help consumers analyze
reviews based on predefined aspects with the
support of the HDP statistical model, showing
the percentage of positive and negative opinions
for each aspect.

Another study by Geetha and Renuka
(Geetha & Renuka, 2021; Brownlee, 2020)
focused on improving the performance of
aspect-based sentiment analysis using a fine-
tuned BERT Base Uncased model. They
compared several classification methods,
including Naive Bayes, LSTM, SVM, and
BERT. Among these, the BERT model
achieved the highest precision (88.09%) and
recall (86.22%), demonstrating its effectiveness
in handling nuanced sentiment aspects.
However, SVM also showed promising results
with a precision of 82.68% and recall of
84.31%, indicating that while deep learning
models like BERT are powerful, traditional
machine learning models like SVM still hold
value in certain contexts.

Budiman et al. (Budiman et al., 2024)
conducted a comparative study on the
classification performance of BERT and
IndoBERT using self-reported COVID-19
statuses on social media. The findings revealed
that IndoBERT outperformed BERT, achieving
a higher accuracy rate of 94% compared to
BERT's 82%. This suggests that IndoBERT
may be better suited for sentiment analysis in
Indonesian-language datasets, given its fine-
tuning on specific language characteristics.

The analysis of sentiment using various
models has been a topic of considerable
research in recent years. In a study by
Merdiansah  (Merdiansah et al., 2024),
sentiment analysis of Indonesian users
concerning electric vehicles was conducted
using an IndoBERT model integrated with
IndoNLU. This model achieved remarkable
performance, with training data accuracy,
precision, recall, and F1-score all at 100%. On
validation data, it also showed impressive
results, with 98% accuracy, precision, and
recall, indicating the robustness of the
IndoBERT model in sentiment analysis tasks.

Maulani et al. (Maulani et al.,, 2024)
approached the classification of reviews from
Google Play by employing the Hierarchical
Dirichlet Process (HDP) and Latent Dirichlet
Allocation (LDA). Their research demonstrated
that HDP outperformed LDA in feature
extraction, highlighting HDP's ability to handle
complex and evolving topics more effectively
than traditional topic modeling methods.

Pavithra and Savitha (Pavithra & Savitha
2024) extended the exploration of topic
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modeling by comparing different methods such
as LDA, HDP, Non-Negative Matrix
Factorization (NMF), and BERTopic on
research papers. The study showed varied
coherence scores across these methods, with
LDA achieving a score of 1.7859 and HDP at
2.6523, indicating that each method has
different strengths in capturing the underlying
topics in textual data.

Overall, these studies emphasize the
effectiveness of using advanced models like
IndoBERT and HDP in sentiment analysis and
topic modeling, especially in the context of
Indonesian language and e-commerce reviews.
The comparison of different models also
highlights that the choice of model can
significantly impact the performance outcomes,
with IndoBERT and HDP standing out for their
robust capabilities in dealing with complex
textual data.

II. METHODS

This study utilizes data from the e-
commerce platform, Tokopedia. The data
collected includes customer reviews from Hana
Fashion Shop, obtained through web scraping.
A total of 1,000 reviews were gathered, with
100 reviews each from the 10 best-selling
products at the store.

Each review was labeled to be used in the
training process for classification. The review
attributes  reflect customer experiences
regarding their satisfaction with shopping at
Hana Fashion Shop. Labeling was conducted
based on product ratings, where ratings of 1-3
were categorized as negative, and ratings of 4-5
as positive.

The data then cleaned wunder a
preprocessing, which included:

1) Cleaning — Removing duplicate or empty
data, numbers, and emoticon. Also turning
all the text to lowercase.

2) Normalization — Correcting misspelled
words or abbreviations to their original
form.

3) Stopword removal — Eliminating common
words that don't provide significant
information for text analysis.

4) Tokenization — Breaking down the text

into individual words or terms.
5) Stemming — Reducing words to their base
form by removing suffixes or affixes.

Table 1. Example of Data after Preprocessing

Input Output

istri | suka | nyaman |
dipakai

sumpah | bagus | banget  sumpah bagus banget

| bahanya | ga | kaleng|  bahanya ga kaleng hana
kaleng | hana | fashion|  fashion murah berat
murah | murah | berat | badan kilogram badan
badan | kilogram | badan  sentimeter haha

| sentimeter | haha

The Hierarchical Dirichlet Process (HDP)
was employed to help identify topics used as
aspects in the aspect-based sentiment analysis
for the data that has been through preprocessing
process. Wordcloud will be used to visualize
words that have been clustered. Figure 1 until
Figure 3 shows the topics obtained using HDP
Method.

istri suka nyaman pakai

Topic 0

mesanc]] S 3 r’anlnp 0O t 0 n

cakepﬂ

gant1 bayar

repeat

maroon

Figure 1. Wordcloud of topic 1 from HDP Process

Topic 1

kuattren B‘;‘%”g
ketehéla

emoen sisi
smw(m”lu tur
5 | kltastaga

Figure 2. Wordcloud of topic 2 from HDP Process

Topic 2
shoping sen

gkangsung belah eleher

emdar 1l

konflSrma51 dirsgianid
g platform 4
gantld res t lpe elegan

Figure 3. Wordcloud of topic 3 from HDP Process

nyerep

Since HDP can only assists in categorizing
related words within the data, the researcher
must manually define the topics that will serve
as segments. From the analysis, several aspects,
such as  “Bahan” nmeans materials,
“Pengiriman” means delivery, and “Warna”
means color, were identified as appropriate
representations of the words found in the word

Comparison of IndoBERT and SVM Algorithm... (Sheila Prima Octarini, et. al) 365



cloud. The words within the wordcloud will be
used as boundaries for each aspect, and
additional words from other topics that are
relevant will also be considered to further refine
the aspect boundaries.

Once the aspects were determined,
classification was performed using the Support
Vector Machine (SVM) and IndoBERT models.
Initially, the review attributes were weighted
using Term Frequency (TF-IDF), considering
only term frequency. This resulted in a
classification model that was later applied
during the testing phase, where reviews were
categorized into different aspects and analyzed
for positive or negative sentiment.

III. RESULT AND DISCUSSION

Due to the imbalanced sentiment in the
data, where most of the data is positive in
sentiment, the researcher employed SMOTE to
address class imbalance.

3.1 SVM And IndoBERT

The SVM model analyzes sentiment across
each aspect, displaying the percentage of both
negative and positive sentiments. The bar chart
visualization, as shown in Figure 4, reveals the
sentiment distribution for different aspects.

Visualisasi Aspek :

Aspek bahan Aspek wama

&

Figure 4 Aspect -based Sentlment Analy51s Result using
SVM

When applying the SVM model with
SMOTE, the resulting confusion matrix showed
that out of 162 samples, there were 129 true
positive (TP) predictions, 0 false positive (FP),
140 true negative (TN), and 12 false negative
(FN) predictions.

For the “Material” aspect, 59.7% of
sentiments are positive, while 40.3% are
negative. The “Shipping” aspect has 63.4%
positive and 37.6% negative sentiments, while
the “Colour” aspect shows 50.2% positive and
49.8% negative sentiments.

In contrast, when using the IndoBERT
model with SMOTE, the confusion matrix for
160 samples reveals 12 true positive (TP)

predictions, 142 false positive (FP), 3 true
negative (TN), and 3 false negative (FN)
predictions.

3.2 Comparison

Both models (SVM and IndoBERT) need to
be compared to determine the best-performing
model for this research. Model evaluation will
be conducted by calculating accuracy,
precision, recall, and Fl-score. The best-
performing model will be implemented on the
website for users to conduct aspect-based
sentiment analysis on fashion products.

The comparison at Table II indicates that
the SVM model with SMOTE outperforms the
IndoBERT model, achieving an accuracy of
96%, precision of 100%, recall of 92%, and an
F1-score of 96%. Although IndoBERT showed
better recall, SVM dominated in overall
performance with higher scores. Therefore, the
researcher will implement the SVM model on
the website to allow users to perform aspect-
based sentiment analysis on fashion products.

Table 2 Result of Comparison Model using SVM And

IndoBERT
Model Accuracy Precision  Recall 21
core
SVM 96% 100% 98% 96%
IndoBERT  90% 92% 92% 95%
é‘ Scraping Data

Positif

Figure 5. User menu (Inserting link)

3.3 Interface

On the interface page, there are several
available menus. These include the user menu
on figure 5, which allows users to perform
aspect-based sentiment analysis on new
products just by inserting the link of the
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product. At figure 6, the user can see the results
of ABSA of the product from the link that has
been inserted.

Visualisasi Aspek :

Asper pengeeman Aspek warna
oy

Figure 6. User menu (ABSA résult)
Dashboard:

Data

Visualization Sentiment - Bar Chart :

Distribetion of Sertrvent Aitrisutes

Figure 7. Dashboard menu (dataset and sentiment bar
chart)

At the dashboard menu on figure 7
providing an overview of the application based
on the data that have been obtained by the
author. The data scraping menu from figure 9 is
meant for collecting review information from
products in Hana Fashion Shop on Tokopedia.
User could insert any desired product link from
the shop to collect the reviews of the product.
There is no differences method that used for
scrapping product reviews from the User menu
and Scrapping menu. The only differences is the
user menu automatically shown the ABSA
results meanwhile the scrapping menu only
pulled the reviews without doing any other
steps.

Visualization Text - WordCloud Positif :

bahan -adem

e

warna ul-.m G Il—il o]

: e

3+

ahan tbagus =

o

'

Visualization Text - WordCloud Negatif :
g~ kas: I

o

F3C: Wil a
@

MMV fcoslUals
. ® #barangﬁ
)

3 jagjual eps ‘.vg
ereect kK R

Figure 8 Dashboard menu (wordcloud negative and
positive words)

@ Scraping Data

Masukdan URL produk
Masukian nama fil nasi scraping dsta

Masukkan jumiah data yang ingin diambil

10 -

Masukian rnng mimimum yang ing damol [1-5):

1 .

asukian rang maks:mym yang ingin diamind (1.5}

5

Mulai Scraping

Figure 9. Scrapping data menu

From figure 10, the merge data menu is
shown. It can help user to combine multiple
datasets obtained from the data scraping menu.
Additionally, there is a dataset menu for
viewing the merged datasets at figure 11.

Merge Data
Gabungkan File (*minimal 1 file)

Browsse files

@ Drag and drop files here
MR 200M8 pdr fild « LSV

Masukkan Nama File Has! Penggabungan (tanpa ekstensi
merged_data
Figure 10. Merge data menu

Dataset Tokopedia:

@ Dﬂg and drop file here

Browse files

Figure 11. Dataset menu

A preprocessing menu shown at figure 12
can be used to prepare the data for analysis
where all the results of all the preprocessing
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process like cleaning, normalizing, stopword
removal, tokenization, and stemming.
Preprocessing Data
Uploed CSV Fie

(B Dweddupfishen

Limia 2008

Browse files

[Y deteSentimenProduki-10.cov 143343 x

Masubbcar nama fle hasil preprocessing (tanps sistanai o)

coba sja

Figure 12. Preprocessing data menu

After the preprocessing process, at figure
13, users can use the visualization desired data
on visualization menu to see the amount of
negative and positive reviews (figure 14). Other
than that, this menu also shows the wordcloud
visualization of the negatives and positives
words shown at figure 15.

Visualization:

Ugiosd CSV file Max 100 Sacis Dits!

h
® Dv-! and drog file m Browse files

OME pe

D) cobosio.cov <772 x

D 00w iy el gt

Kanih catat orcier wama kuming navy g2 5acs konm kumng negant

barang or

DDA £37y3 T/ 1ANTIMETer MALMETSr 10 LA KOMPLXA [ NegA!

teima barang

ortien abr () mesagn sdeviry

¥ o3 Dt 1ol a4 nomer mes egant

order potong potong Negatf

2% Bects w3 kiFm warna komuricay £am hans Negant

& pendekiengs mes

Negaut

© Darang teeens kalo foto ands BATNg antar rumah terima kash gt

Figure 13. Visualization menu (to insert file)

Visualization Sentiment - Bar Chart :

Distribution of Sentiment Attributes 5
70T

Figure 14. Visualization menu (to see the negative and
positives words)

Visualization Text - WordCloud Positif :

bahanya‘ nyaman pakai

jahitanya rapi

S5 -bel

pas. i
T pakal

terlma kas::

bahanya—adembahan

Visualization Text - WordCloud Negatif :

Rty b ésiaiwarna

beli a rya n
"aja
hitam »

t n
sk UKUr cp5nder

g | terina ga

’_‘ adan

o ya e B bahan
5

a a “jua I

- medium kualitas™

Figure 15 Vlsuahzatlon menu (to see the number of
negative and positives data)

Both the SVM and IndoBERT menus for
viewing the results of ABSA from training data
using the Support Vector Machine and
IndoBERT (figure 16) algorithms. Users can
insert the dataset that has been through the
preprocessing menu and see the results like on
figure 6 with an addition of details of confusion
matrix to see the accuracy, recall, precision, and
F-1 score from the model.

-

Training IndoBert :
Upload esv file

Drag and drop file here -

® Limit 20048 per file s CSV Browse files

[} tabersaidesy arme %

Use SMOTE
Masukdan Jumiah Fpach

5 -+
Start Training

Figure 16. Training IndoBERT model menu

Testing :

(3 Oregand drop fie here

Limst 20002 per ble - FK

Bronse files

D hasil_trainingDataSiM.pkd =75k x
Falth fle vecorzer (o)

® Drag and drop file here

Limit 200M8 per file « KL

Browse files

:'_'] hasil_trainingDataSUM_vectorizer.phl 11065 x
Masuidian teis Ltk deenemahian dan danalaa:

ahar kasar, peng aman cepat, seler [sipansit

rabkan den Prec
Sentimen: Pasitd

Figure 17. Testing menu

Lastly, the testing menu on figure 17 is used
to test the trained model. User can check any
sentences  sentiment using SVM  and
IndoBERT. With this range of menus, users can
easily access various features and steps within
the application to analyze data and evaluate
models.
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IV. CONCLUSION

Based on the results of the research
conducted, the following points can be
concluded:

a) Data extraction from Tokopedia resulted in
1000 data points, which were reduced to
811 after the preprocessing phase. 80% of
this data was used for training, while the
remaining 20% was used for testing.

b) SMOTE was employed in this study
because the original data from Hana
Fashion Shop was relatively imbalanced,
with more positive sentiment data
compared to negative sentiment.

c) Aspect determination using the HDP
model provided satisfactory results. The
word grouping worked well, aiding the
author in determining the topics used as
aspects (“Material”, “Shipping”,
“Colour”).

The implementation of the SVM and
IndoBERT methods went smoothly. A
comparison between SVM and achieving an
accuracy of 96%, precision of 100%, recall
achieved an accuracy of 87%, precision of 91%,
recall of 93%, and an F1 score of 92%. Based
on these results, the SVM model was chosen for
implementation on the website, allowing users
to view Analysis-based Sentiment Analysis for
products in Hana Fashion Shop on Tokopedia.
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