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Abstract –  Face recognition is one of the 

computer vision technologies that's used in 

many industries. Face recognition always used 

in various sector that require the verification of 

an individual identity. There are many ways 

that can be used to develop face recognition, 

one of them is convolutional neural network. 

Convolutional neural network (CNN) is a deep 

learning neural network that is created 

specifically to process and analyze visual data, 

such as images and videos. CNN have the 

ability to learn many features from visual data, 

making them highly effective for tasks like face 

recognition. There are many factors that can 

affect CNN performance including the 

optimizers that are used in the neural network. 

Optimizers are the algorithm that adjust 

weights of the neural network to minimize error 

between the predicted output and actual target. 

This study used 10 different subjects for face 

recognition. In this study, the CNN model uses 

a training algorithm called backpropagation 

then will compare 3 different types of 

optimizers. The optimizers that used in this 

study are Adaptive Momentum (Adam), Root 

Mean Square Propagation (RMSProp), and 

Stochastic Gradient Descent (SGD). The results 

of the comparison will be shown in the form of 

performance metrics including the confusion 

matrix. Based on the comparison, CNN model 

with SGD optimizer is proved to have the best 

performance includes correct classification 

rate (CCR), precision, recall and F1-score. 

CNN model with SGD optimizers has the 

highest CCR, precision, recall, and F1-score of 

97.07%, 97.13%, 97.06%, and 97.06% 

respectively.  

Keywords:  Face Recognition; Convolutional 

Neural Network; Adam; SGD; RMSProp   

 

I. INTRODUCTION 
 

Technological advances are becoming more 

extensive and rapid as time goes by. Face 

recognition is one of various types of 

technology that can help human in many fields. 

Face Recognition is a technique that uses 

human facial biometrics to identify a person 

(Cheng et al., 2021). Face recognition can be 

applied in various fields to verify a person's 

identity, such as border inspection, building 

access control, criminal identification, and user 

identification for a device. Face recognition can 

be designed using various methods, one of the 

methods is convolutional neural network. 

 

Convolutional neural network (CNN) is a type 

of algorithm in deep learning for processing 

various data such as image data (Dacipta & 

Putra, 2022). CNN is generally used to 

recognize objects in images. CNN is often used 

in fields that require image processing such as 

tumor cells, fingerprints, and flower species 

(Bhatt et al., 2023). CNN has also been applied 

in real-time such as automated vehicles. 

 

There are some research about CNN for face 

recognition that have been carried out. In a 

research article entitled “Smart Recognition of 

Real Time Face Using Convolutional Neural 

Copyright © 2025 
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Network (CNN) Technique” by Alagarsamy et 

al, there is research on face recognition using a 

CNN model called FaceNet (Alagarsamy et al., 

2020). According to research conducted by 

Alhanaee et al with entitled “ Face Recognition 

Smart Attendance System using Deep Transfer 

Learning”, there is a research about creating an 

attendance system based on face recognition 

using the transfer learning method on the 

AlexNet, GoogleNet, and SqueezeNet CNN 

models (Alhanaee et al., 2021).  

 

The CNN model carries out training to achieve 

accurate results. There are various training 

methods that can be used in CNN, one of them 

is backpropagation. Backpropagation is a 

training method that allows a neural network to 

optimize the output values produced through 

error learning and changing the neural network 

weight values (Solihat et al., 2024). While using 

backpropagation algorithm, optimization is 

carried out using an optimization algorithm or 

optimizer. 

 

Optimizer is an algorithm that used to change a 

parameter in a neural network (Kurniawan et 

al., 2023). This algorithm can change the weight 

values and learning rate in a neural network. 

This aims to minimize errors during the model 

training process. Optimizer is also an important 

parameter in the training process because it used 

to optimizer the parameter value for a neural 

network so that it can predict data accurately 

(Solihat et al., 2024). 

 

There are various types of optimizers that can 

be used so they can produce varying results. 

Therefore, studies on comparative analysis of 

optimizers are important to determine the most 

effective optimizer, especially in the case of 

face recognition (Taqiyuddin et al., 2023). The 

aim of this research is to compare and evaluate 

different optimizers to produce an effective and 

accurate CNN model for face recognition.  

 

The optimizers used in this research are 

Adaptive Momentum (Adam), Stochastic 

Gradient Descent (SGD), and Root Mean 

Square Propagation (RMSProp). These 3 

optimizers are used because each optimization 

method is always used to carry out training in 

CNN.  Each optimizers has a different approach 

in optimizing and updating CNN weight. 

 

Adam calculates adaptive gradients as well as 

momentum gradients to optimize training 

efficiency. SGD computes the gradient of the 

loss function against each batch of training data 

and performs an inverse step against the 

gradient to update the model weights. RMSProp 

adapts the learning rate for each parameter 

based on the gradient change in the last iteration 

(Nurdin et al., 2024). By comparing the 

optimizers, people can make decisions that 

increase model efficiency and dependability, 

leading to impressive achievements across a 

range of domains (Amulya et al., 2024). The 

parameters used to compare CNN models with 

different optimizers are correct classification 

rate (CCR), precision, recall, F1-score, and 

confusion matrix. 

 

II. METHODS 

 
This research was conducted using certain 

hardware and software specifications. Ten face 

data participants which are captured by Virtual 

Graphic Array (VGA) camera are used for real-

time face identification under certain height, 

distance, and positional constraints. The 

hardware specifications used in this research is 

a laptop with intel core i7 processor and 8 GB 

RAM. The software specifications used in this 

research are visual studio code version 1.96.0 

and python version 3.9.11.  

 

The system applies a single CNN architecture 

that has been developed specifically for this 

particular scenario. The CNN architecture is 

created using different optimizer which are 

Adam, SGD, and RMSProp. Then the CNN 

used to identify image data of the participant to 

obtain the performance value. The evaluation of 

the CNN is obtained using some criteria, such 

as picture size, accuracy, precision, recall, F1-

score, and confusion matrix. These restrictions 

were designed to maintain the focus on the 

potential and effectiveness of the proposed 

model in a certain configuration, providing the 
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benchmark for future improvements in 

various of circumstances. 

The image data are processed with a processing 

module through 2 processes. They are the face 

detection process and the face identification 

process. The face detection process involves 

detecting faces in images that was capture by 

image capturing modules. The face detection is 

carried out using haar cascade classifier. The 

face identification process includes identifying 

faces from images that was received from image 

capturing module. The face identification 

process is carried out using a CNN model that 

was created. The results of the processing 

module are displayed by using the information 

display module. The results are output 

information includes the names and faces that 

was identified. The block diagram for 

comparative analysis of optimizers in 

convolutional neural networks for face 

recognition is shown in Figure 1. 

 

 

Figure 1. Block Diagram of Comparative Analysis 

of Optimizers in CNN for Face Recognition 

2.1. Individual Face 

An individual's face is one of the distinctive and 

unique aspects to determine a person's identity 

(Hanafie et al., 2023). In this study, individual 

face is used as an input for face recognition. 

Images of individual faces are captured by using 

an image capturing module. Examples of 

individual face images is shown in Figure 2. 

 

Figure 2. Individual Face 

2.2. Image Capturing Module 

The image capturing module is a component 

that used to take pictures of individual face. 

Images are taken in Red, Green, Blue (RGB) 

color format according to the specifications of 

the camera used. The image capture module 

used is a VGA camera. The image capturing 

module that used in this study is shown in 

Figure 3. 

 

Figure 3. Image Capturing Module 

2.3. Processing Module 

The captured image is used as input into the 

processing module. The processing module is a 

component that used to process image data. The 

processing module used is a processor. The 

processing module processes the received 

image through 2 processes. They are the face 

detection process and the face identification 

process. The processing module that used in this 

study is shown in Figure 4. 

 

Figure 4. Processing Module 

2.3.1 Face Detection Process 

The processing module begins with the face 

detection process. The face detection process is 

the process of finding and detecting faces in the 

received image. The face detection process is 

carried out using the Haar Cascade Classifier. 

After the face image is detected, the resizing 

and reshaping process is carried out in order to 

adjust the size and shape of the facial image 

needed for the face identification process 

(Yulina, 2021). 

2.3.1.1 Haar Cascade Classifier 
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The process of detecting face in images is 

carried out by using the haar cascade classifier 

algorithm. Haar cascade classifier is an 

algorithm that used to detect objects by using a 

cascade function. This algorithm extracting 

features from images using a filter called haar 

features (Yulina, 2021). This filter produces 

various types of features such as edge features, 

line features, and four-rectangle features based 

on the part that was examined by the filter. 

Example of the feature that produced by haar 

features is shown in Figure 5 

 

Figure 5. Example of The Features that Produced 

by Haar Feature (Yulina, 2021) 

The image color format was changed from Red, 

Green, Blue (RGB) to grayscale so that the 

image can be used as input for the haar cascade 

classifier. This because the haar cascade 

classifier can only detect facial features in 

grayscale color format. In images, the haar 

cascade classifier can detect objects such as 

human faces and eyes. Then cropping is done 

on the detected face area in the input image. The 

detection result by using the haar cascade 

classifier is an image containing the face that 

was detected and cropped from the input image. 

 

The detected face image is resized through a 

resizing process. Resizing is the process of 

changing the size of an image. The face image 

is changed according to the input size required 

by the CNN model to identify the face. Images 

that have been resized are further processed 

through a reshaping process. Reshaping 

involves changing the dimensions or shape of 

the data. The data must be reshaped into suitable 

input for a CNN model. 

2.3.2 Face Identification Process 

After the face detection process was done, the 

face image is identified using a convolutional 

neural network (CNN) model. CNN is a 

machine learning method developed from multi 

layer perceptron (MLP) which is designed to 

process 2 dimensional data (Lesmana et al., 

2022). CNN relies on sliding windows or filters. 

CNN also adopt the principle of weight sharing. 

This means that every filter that has been shifted 

on the image will create a new feature on the 

image (Putra et al., 2023). The CNN model that 

used to identify the face image has been trained, 

validated and tested using a dataset consisting 

of various facial images with the aim of 

carrying out the identification process 

accurately. The image results from the face 

detection process are used as input in the CNN 

model. The CNN model identifies faces based 

on these images. There are two stages that must 

be done before CNN can be used to identifying 

face image. They are facial data preparation and 

training convolutional neural network (CNN) 

model. 

 

2.3.2.1 Facial Data Preparation 

Facial data preparation is required to train, 

validate, and test CNN models. The data that 

used in this study is facial data in image form. 

After the facial data is prepared, the facial 

images in each data are detected using the haar 

cascade classifier algorithm. After that, the 

detected facial images are increased through 

augmentation. Augmentation is the process of 

generating new data by using transformations 

on the original data (Anu et al., 2023). 

Images that have undergone an augmentation 

process are given a label through a labeling 

process. Labeling is the process of giving a label 

or name to an object (Backar et al., 2023). Label 

encoding is carried out after getting the label. 

Label encoding is the process of changing the 

form of a label into a numerical representation 

(Hasyani et al., 2023). This process is carried 

out because the CNN model cannot process data 

in the form of categorical labels. 

 

Encoding process is carried out using the one-

hot encoding technique. One-hot encoding is a 

technique that convert the data labels into 

binary form (Anu et al., 2023). After that, the 

dataset is processed through a reshaping 

process. This aims to change the shape of the 
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dataset into an input form that suits the CNN 

model. The reshaped dataset is divided into 3 

parts. They are the train data, validation data, 

and test data. These 3 pieces of data are used to 

train, validate, and test the CNN model. 

 

2.3.2.2 Convolutional Neural Network 

The face identification process is carried out 

using the CNN model. A CNN model needs to 

created based on an architecture before it can be 

trained, validated, tested, and identify 

individual faces. The CNN architecture consists 

of convolution layers, pooling layers, fully 

connected layers, and activation functions 

(Purwono et al., 2022). These layers are used to 

form the CNN architecture. An example of 

network architecture in a CNN is shown in 

Figure 6. 

 

Figure 6. An Example of Architecture in A CNN 

(Purwono et al., 2022) 

 

Convolutional layers are layers that use kernels 

filter to calculate convolutions and extract 

features from input images. Pooling layer is a 

layer that reduces the number of parameters and 

computational load by creating a down-

sampling representation or resizing. Flatten 

layer is a layer that converts a multidimensional 

array into a vector for a fully connected layer. A 

fully connected layer is a layer that transforms 

the results of the previous pooling or 

convolutional layer into a vector. Activation 

function is a certain calculation function that is 

used to determine the output of layers and 

neural networks. 

 

The CNN was designed using the Rectified 

Linear Unit (ReLU) and softmax activation 

function. The ReLU activation function is an 

activation function that makes all pixel values 

less than 0 in the image become 0. The equation 

used for the ReLU activation function is shown 

in Error! Reference source not found.. 

f (x) = max (0,x)   (1) 

The softmax activation function is an activation 

function that used  for classifying more than 2 

classes (Ilahiyah S & Nilogiri A, 2018). 

Activation function softmax allows calculation 

of probabilities for all classes. Equation for 

activation function softmax is shown in Error! R

eference source not found.. 

fj(z)=
ezj

∑ ezk
k

  (2) 

All the layers and activation function are used 

to create a architecture of CNN. The layer and 

activation function that used in an architecture 

CNN can affect the performance of the CNN 

itself. Architecture of CNN Model that used in 

this study is shown in Error! Reference source n

ot found. 
Table 1. Architecture CNN Model  

Layer Layer Configuration 

Convolution 32 filter, 3×3 kernel, and ReLU 

Convolution 32 filter, 3×3 kernel, and ReLU 

Max-Pooling 2×2 kernel 

Convolution 64 filter, 3×3 kernel, and ReLU 

Convolution 64 filter, 3×3 kernel, and ReLU 

Max-Pooling 2×2 kernel 

Convolution 128 filter, 3×3 kernel, and ReLU 

Convolution 128 filter, 3×3 kernel, and ReLU 

Max-Pooling 2×2 kernel 

Flatten 8192 Neuron 

Fully Connected 512 Neuron, and ReLU 

Output Layer 10 Classes, and Softmax 

 

After the facial data has been prepared and gone 

through a reshaping process, facial data is used 

as input for training, validation, and testing of 

the CNN model. Training is the process of train 

a CNN model based on a given data. Validation 

is the process of validating the CNN model after 

training process of the model is carried out with 

the aim of evaluating the performance of the 

CNN model. Testing is the process to test model 

performance after training and validation are 

carried out.  

 

While training process, the backpropagation 

algorithm is used to update the weight of the 

neural network. The updating process is done 

by using the optimizer. There are 3 optimizers 

that used in this study. They are Adaptive 

Momentum (Adam), Root Mean Squared 

Propagation (RMSProp), and Stochastic 

Gradient Descent (SGD). After the training 

process is completed, the CNN model can be 

used to identify faces in image. CNN model will 
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produce an output that include name and facial 

information on the input image.  

2.3.2.2.1 Adaptive Momentum (Adam) 

Adam is an optimizer algorithm specifically 

designed for training a deep neural network. 

Adam uses bias value at 2 different moments to 

improve the weights/parameters in the CNN. 

Adam calculates the adaptive learning rate for 

each parameter that used in the training process 

(Iskandar Zulkarnain Maulana Putra et al., 

2022). Adam uses exponentially averaged 

gradient with equation Error! Reference s

ource not found.). Apart from that, Adam uses 

exponential mean of the squared gradient that 

involves parameter which is based on equation 

Error! Reference source not found.). The w

eight difference is calculated using learning rate 

and gradient based on equation ∆ωt = -

 η
xt

 √yt+∈
 *  gt           (4). The latest weight is 

calculated with equation ωt+1  =  ωt 

+  ∆ωt                (5).   

xt = δ1 * xt-1 - ( 1 - δ1 ) * g
t
     (2) 

y
t
 = δ2 * y

t-1 
- ( 1 - δ2 ) * g

t
2     (3) 

∆ωt = - η
xt

 √yt+∈
 * g

t
           (4) 

ωt+1 = ωt + ∆ωt                (5) 

Equation Source: (Iskandar Zulkarnain 

Maulana Putra et al., 2022) 

Based on the equation above, (η) represents the 

learning rate (Iskandar Zulkarnain Maulana 

Putra et al., 2022). The gradient at time (t) along 

(ωj) is (g
t
). The gradient along (ωj) is averaged 

exponentially as (xt). The exponential mean of 

the squared gradients along (ωj) is represented 

by  (y
t
). Parameters are represented by (δ1) and 

(δ2). δ1 is an exponential parameter to calculate 

the average momentum. δ2 is an exponential 

parameter for calculating the mean squared 

gradient. 

 

 

 

2.3.2.2.2 Root Mean Square Propagation 

(RMSProp) 

RMSProp is an optimization algorithm that 

have functions to reduce noise in a neural 

network by preventing errors from spreading 

throughout the entire neural network (Iskandar 

Zulkarnain Maulana Putra et al., 2022). 

RMSProp uses partial gradient descent 

averaging to adjust the step size of each weight. 

RMSProp adaptively adjusts the learning rate of 

each weight during training. RMSProp used the 

exponential average of the squared gradient that 

can be calculated using equation (6). Apart from 

that, RMSProp calculate the weight difference 

with equation ∆ωt = - 
η

 √yt+∈
 *  gt                 (7) 

which involves learning rate and gradient. The 

updated weight is calculated using equation 

ωt+1  =  ωt +  ∆ωt                    (8). 

vt = δ * vt-1 - ( 1 - δ) * g
t
2         (6) 

∆ωt = - 
η

 √yt+∈
 * g

t
                 (7) 

ωt+1 = ωt + ∆ωt                    (8) 

Equation Source: (Iskandar Zulkarnain 

Maulana Putra et al., 2022) 

Based on the equation above, RMSProp uses 

the exponential average of the squared gradient 

(vt) and learning rate (η) (Iskandar Zulkarnain 

Maulana Putra et al., 2022). (g
t
) is the gradient 

along (ωj) at time (t). When a new training data 

is received, the neural network's weight values 

are changed during the training process. This 

happens by changing the value stored for each 

neuron. 

2.3.2.2.3 Stochastic Gradient Descent (SGD) 

SGD is an optimization algorithm that uses 

input to produce precise output (Alzubaidi et al., 

2021). SGD is generally used for deep learning. 

SGD uses linear regression for optimize the 

parameter in a neural network. SGD used initial 

weight, learning rate, and error function that 

calculated the new weight value using equation 

(9). The initial weight is calculated based on 

equation (10). The error value is calculated 

using equation (11).  
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(9) 

 (10) 

(11) 

Based on the equation above, the initial weight 

is represented by (ω) (Alzubaidi et al., 2021). 

(η) is the learning rate which determines how 

often the weight are changed. Q
i
is the data that 

is being observed. In general, Q is an error 

function. SGD minimizes Q in order to produce 

the best weight value (W). 

2.3. Information Display Module 

The information display module receives facial 

image identification results from the processing 

module. The information display module shows 

the result form processing module including 

information about name and face that was 

identified. The information display module 

used in this study is a Liquid Crystal Display 

(LCD). The information display module is 

shown in Figure 7. Information Display Module 

 

Figure 7. Information Display Module 

2.4. Performance Metrics 

Performance metrics are parameters 

used to determine the performance of machine 

learning or deep learning algorithms. In this 

study, performance metrics that will be shown 

include the correct classification rate (CCR) and 

confusion matrix. Confusion matrix is a table 

that states the correct and wrong classification 

based on the test data. Correct classification rate 

is the number of cases classified into the correct 

category based on the model prediction results. 

 

III. RESULTS AND DISCUSSION 
 

The study was conducted with 10 different 

subjects with 1000 data for each subject. The 

data that used is splitted into train data and test 

data with ratio 70%:30%, respectively. The 

results have been obtained were the 

performance metrics including CCR, precision, 

recall, F1-score, and confusion matrix. The 

CCR values, precision, recall, and F1-score was 

generated based on the CNN model 

performance. There are various CCR value, 

precision, recall, F1-score that was obtained 

with different optimizers such as Adam, 

RMSProp, and SGD. Those are widely used in 

CNN training and have various techniques for 

weight optimization, they were selected as the 

three optimizers for this research. Adaptive 

Moment Estimation, or Adam, is preferred 

because it employs adaptive learning rates for 

each parameter. Adam is particularly 

appropriate to solve issues involving noisy 

datasets and sparse gradients. RMSprop (Root 

Mean Square Propagation) is particularly 

effective for non-stationary objectives, as it 

divides the learning rate by a running average 

of recent gradient magnitudes. In particular, 

SGD (Stochastic Gradient Descent) offers a 

more conventional and uncomplicated method 

by gradually updating weights according to the 

gradient of the loss function. SGD is well-

known for its ease of use and effectiveness. It 

performs particularly well when integrated with 

parameters such as momentum or learning rate 

schedules, which provide improved 

generalization and adaptability, particularly in 

larger datasets. These optimizers were selected 

as a result of an accurate evaluation of several 

optimization techniques to evaluate their effects 

on CNN training efficiency. The CCR, 

precision, recall, and F1-score values that 

obtained using different optimizers are shown 

in Error! Reference source not found., Table 3

, Tabel 4, and Table 5, respectively. 

 
Table 2. Correct Classification Rate Value with 

Adam, RMSProp, and SGD Optimizer  

 
Optimizer Correct Classification Rate 

Adam 97.00% 

RMSProp 96.16% 

SGD 97.07% 

 
Table 3. Precision Value with Adam, RMSProp, 

and SGD Optimizer  
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Optimizer Precision 

Adam 97.08% 

RMSProp 96.28% 

SGD 97.13% 

 
Table 4. Recall Value with Adam, RMSProp, and 

SGD Optimizer  

 
Optimizer Recall 

Adam 97.00% 

RMSProp 96.16% 

SGD 97.06% 

 
Table 5. F1-Score Value with Adam, RMSProp, 

and SGD Optimizer  

Optimizer F1-Score 

Adam 97.00% 

RMSProp 96.18% 

SGD 97.06% 

 

The confusion matrix displays the number of 

correctly and incorrectly identified images for 

each subject. The correctly identified images 

can be seen diagonally in the confusion matrix. 

Confusion matrix for CNN models with 3 

different optimizer is shown in  

Figure 8. 

 
 

 

 

Figure 8. (a) Confusion Matrix CNN Model using 

Adam; (b) Confusion Matrix CNN Model using 

RMSProp; (c) Confusion Matrix CNN Model using 

SGD 

Based on the confusion matrix that has been 

obtained, there are several facial images that are 

identified correctly. Example of an image that 

the face has been successfully identified is 

shown in Figure 9. 

 
Figure 9. Example of a Successfully Identified Face 

Image 

 

IV. CONCLUSION 
 

CNN is a deep learning algorithm that performs 

face recognition. Performance of CNN is 

influenced by the optimizer that being used. 

There are many optimizers including Adam, 

SGD, and RMSProp that can be used in CNN. 

Those three optimizers could be compared to 

obtain the best optimizer in the CNN model. 

Based on research that has been carried out, the 

CNN model using the SGD optimizer has the 

highest CCR value of 97.07%, precision value 

of 97.13%, recall value of 97.06%, and F1-score 

value of 97.06%. CNN model with SGD 

optimizer has the best CCR, precision, recall, 

and F1-score value for real time face 

recognition. The CNN model using SGD 
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optimizer can be developed through real-time 

applications and using various databases for 

large amounts of subject data especially with 

several unique facial images such as twins, 

aging people, and faces that used make up. 

 

Several approaches could be explored to solve 

the research's issues. In the future, the dataset 

could be expanded to cover a more diverse 

individuals, capturing differences in age, 

gender, and ethnicity, in order to overcome the 

limitations of a small sample with only 10 face 

data participants. It would also be possible to 

alter the camera's fixed position, height, and 

distance dynamic by implementing multi-angle 

recordings or adaptive systems to accommodate 

different user conditions. Although this 

research focused on one particular CNN 

architecture, future research could examine how 

well alternative sophisticated architectures or 

ensemble approaches perform in order to 

increase robustness. By incorporating real-

world scenarios with different illumination, 

occlusions, and motion blur, evaluation might 

be expanded beyond the current measures and 

implemented to evaluate the system's 

adaptability and dependability in a range of 

operating circumstances. 
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