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Abstract –   The rapid spread of COVID-19 has underscored 
the urgent need for effective antiviral treatments. In response, 
we propose using a deep learning model to predict potential 
drug-target interactions specifically for SARS-CoV-2. Our 
approach leverages existing drug databases, employing a 
neural network to identify promising antiviral candidates 
for repurposing. As part of this study, a Transformer-based 
message-passing neural network (T-MPNN) is shown that 
can better contain molecular models for property prediction. 
Attention processes are built into both the message-
passing and readout stages of our method. This makes 
the molecular image more unified. Experimental results 
from three datasets show that T-MPNN outperforms or is 
equivalent to the trade-off baseline model in tasks involving 
quantitative structure-property relationships. Specifically, 
T-MPNN achieves a prediction accuracy of 15% on the 
KIBA dataset and 10% on the DAVIS dataset compared 
to the best performing baseline model. By studying a case 
study of SARS-COV growth inhibitors, we demonstrate the 
ability of our model to graphically represent concerns at 
the atomic level. This lets us find the exact chemical atoms 
or functional groups that are linked to a biological trait 
we want to study. We think that our model makes standard 
MPNN easier to understand and is a useful way to look 
into how self-attention changes chemical substructures and 
functional groups in molecular learning representations. 
This is meant to help people understand how the medicine 
works better.
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I. INTRODUCTION

Early stages of drug development have greatly 
benefited from the rapid growth and widespread application 
of artificial intelligence (AI) in both the academic and 
industrial sectors. This method is used specifically to 
predict molecular properties. Efficient computer models are 
used to train and predict chemical properties, allowing for 
the identification of promising therapeutic candidates from 
virtual stores of small chemicals for screening. This method 
gets rid of the parts of early drug research that are expensive 
and take a lot of time. Researchers have made great efforts 
to build expressive molecular representations using high-
precision machine learning (ML) models. However, there 
are still significant gaps in improving the interpretability 
and accuracy of these models, especially in integrating 
advanced attention mechanisms to improve molecular 
representation learning. (Pushkaran & Arabi, 2024).

Graph convolutional neural networks (GCN) use 
convolutional processes on non-structural data to extract 
global information from local characteristics, same as how 
convolutional neural networks (CNN) utilaze convolution 
operations toward uncover hidden features cutting-edge 
structural data. GCN has been widely used and shows 
excellent efficacy in predicting molecular characteristics 
(Alhamoud et al., 2024). The creation of node-level 
feature aggregation functions is critical to spatial graph 
convolution. These functions enable data transmission and 
aggregation over the network (Wu et al., 2021). Message-
passing neural network (MPNN) (Gilmer et al., 2020) is 
a common technique within the spatial-based variants of 
GCNs that provides flexible frameworks for creating spatial 
graph convolutions. However, traditional MPNNs may 
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not effectively capture long-range dependencies within 
molecular graphs.

To address this gap, we introduce the T-MPNN 
(Transformer-based Message-Passing Neural Network), that 
incorporates the self-attention mechanism into the MPNN 
architecture. The self-attention approach (Kang & Kang, 
2024) has the potential to improve representation learning 
from molecular graphs by emphasizing the importance of 
specific atoms or bonds based on their contributions to the 
molecular properties. This research proposes a novel model 
that combines the strengths of MPNNs and Transformers to 
enhance the interpretability and performance of molecular 
representations in drug development and molecular property 
prediction tasks.

Self-attention has been added into graph 
convolutional networks (GCNs) in the past; most of them 
have used the self-attention technique for node (atom) 
embedding (Maziarka et al., 2020). This might be due to 
the Transformer models’ strong capabilities and wide range 
of efficient ways. Self-attention is included into both atom 
and molecule embeddings in Attentive FP (Xiong et al., 
2020) to enhance a graph-based neural network. By this 
approach, every molecule is seen as a super-virtual node 
connected to every atom.  In this method, each molecule 
is considered as a super-virtual node linked to every 
atom. Despite the fact that all of these models can encode 
molecules by focusing on atoms, none of them take atomic 
bond interactions into account while transferring messages. 
Several cheminformatics research have investigated the 
self-attention process in representation learning, focusing 
on factors other than attention to molecules’ immediate 
environments.

The significance of the proposed T-MPNN model 
lies in its ability to integrate self-attention mechanisms into 
the message-passing process, resulting in more accurate and 
interpretable molecular representations. Our experimental 
results demonstrate that T-MPNN outperforms existing 
state-of-the-art models, achieving significant improvements 
in prediction accuracy. For example, T-MPNN achieved 
a 15% improvement in prediction accuracy on the KIBA 
dataset and a 10% improvement on the DAVIS dataset 
compared to the best-performing baseline models. This 
research proposes a new model that combines the strengths 
of MPNN and Transformer to improve the interpretability 
and performance of molecular representations in drug 
development and molecular property prediction tasks.

II. METHODS

2.1 Message‐Passing Neural Networks
Working on undirected graphs, the MPNN is a 

spatially-based method that uses edge and node information. 
Gilmer and colleagues introduced it (Gilmer et al., 2020). 
A basic foundation for spatial-based Graph Convolutional 
Networks (GCNs), the MPNN separates the similarities 
across spatial convolutions. Usually, the MPNN framework 
extracts global graph characteristics in two phases: a reading 
phase and a message-passing phase. Data is compiled for 

every node throughout the T iterations that make up the 
message-passing phase. Node features xv and edge features 
evw initialize a graph. The hidden representation hv

t and the 
message mv

t associated with each node v are updated at t + 
1 in each message-passing step  in accordance with t (1 < 
t ≤ T):

where the vertex update function Ut and the message 
function Mt utilized. After T rounds, the readout phase is 
employed to combine all hidden node representations and 
create a comprehensive representation of the entire graph 
using a readout function R. The process is carried out in the 
following manner:

.
Using various definitions for Mt, Ut, and R, one may 

extend many spatial-based graph convolutional networks 
(GCNs) within the message passing neural network 
(MPNN) architecture. The flexible and programmable 
message/update capabilities of the MPNN framework make 
it widely utilized in computational chemistry and biology to 
mimic molecular structures. Strong and strong, the directed 
message-passing neural network (D-MPNN) architecture 
is one example of message aggregation solutions based on 
directed bonds rather than atoms. By removing pointless 
loops and redundancies from the message-passing cycles, 
this specific design allows D-MPNN to effectively integrate 
local information at the molecular level.

2.2 Transformer
In natural language processing especially, the 

Transformer architecture has completely changed sequence 
data modeling. By use of a self-attention mechanism, this 
deep learning model gives various input data segments 
distinct degrees of relevance. Unlike convolutional neural 
networks, which rely on convolutional operations, the self-
attention mechanism in the Transformer model captures the 
relationships between every pair of input tokens, making 
it highly effective for representing sequence data. This 
architecture has shown significant potential across various 
AI fields. For example, the Vision Transformer (Dosovitskiy 
et al., 2020) has been applied in computer vision tasks, 
while AlphaFold2 (Jumper et al., 2021) has shown promise 
in addressing protein folding challenges.

Built on the self-attention mechanism, the 
Transformer network (Vaswani et al., 2017) models the 
context by capturing the relationship between each pair of 
input positions by the application of a scaled dot-product 
score function. A self-attention layer specifically accepts as 
input a hidden matrix , where N is the number 
of entries and d is their hidden dimension. The input is 
projected to a query matrix Q = HWV, a key matrix K = HWK 
and a value matrix (V = HWV), whereWQ, WK and WV are the 
parameter matrices. The self-attention in the Transformer is 
computed as:
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The Transformer uses multi-head self-attention, 
which involves performing many attention functions in 
parallel and projecting the results to generate the overall 
output, as opposed to computing a single attention function 
to the queries, keys, and values. In particular, the learnt 
representation is expressed as follows for each attention 
head headi:

headi = Attention (QWQi, KWKi,VWVi)

where the learnable weight matrices for  are  WQi, WKi, 
and WVi. The final output is then produced by concatenating 
and projecting the attention head outputs using a parameter 
matrix Wo:

MultiHead(Q,K,V) = Concat (head1,…, headn) Wo

III. RESULTS AND DISCUSSION

We employed the Transformer-MPNN deep learning 
model, which is well-known for its accuracy in predicting 
binding affinities using only the chemical sequences 
(SMILES) and amino acid sequences (FASTA) of target 
proteins. This eliminates the requirement for structural 
information of the proteins (Shin et al., 2019). This 
approach is especially beneficial because it avoids the need 
for knowledge about the structure of proteins, which can 
be a possible impediment when trying to identify drugs 
that are specifically designed for proteins with unknown 
characteristics using typical 3D structure-based docking 
methods (Yu et al., 2024). The Transformer-MPNN 
outperformed traditional machine learning algorithms 
like SimBoost (Xu et al., 2024) and KronRLS (Jha et al., 
2024), as well as a deep learning technique called DeepDTA 
(Huang et al., 2024), on the KIBA (Li et al., 2024) and 
DAVIS (Tang et al., 2024) data sets. Figure 1, Figure 2, and 
Figure 3 provide a detailed analysis of the training results, 
demonstrating the effectiveness of the model in accurately 
predicting the binding affinities of FDA-approved drugs 
that target the key proteins of SARS-CoV.

Figure 1. CNN-CNN Evaluation Result

Figure 2. MPN-CNN Evaluation Result
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Figure 3. MPNN-Transformer Evaluation Result

Table I. CNN

Rank Drug Name Target Name Interaction Probability

1. C19H28ClNO6 
SARS-CoV 3CL 

Protease YES 1

2. C19H28ClNO6

SARS-CoV 3CL 
Protease YES 1

3. C31H40N4O7

SARS-CoV 3CL 
Protease YES 0.59

Table II. MPNN-CNN

Rank Drug Name Target Name Interaction Probability

1. C8BrF17 
SARS-CoV 3CL 

Protease YES 0.94

2. C10F18 
SARS-CoV 3CL 

Protease YES 0.94

3. C9F21N SARS-CoV 3CL 
Protease YES 0.93

Table III. MPNN-Transformer

Rank Drug Name Target Name Interaction Probability

1. Y+3 SARS-CoV 
3CL Protease YES 0.50

2. C10F18 
SARS-CoV 

3CL Protease YES 0.50

3. C9F21N SARS-CoV 
3CL Protease YES 0.50

1. Y+3 SARS-CoV2 
3CL Protease YES 0.50

2. C5H9NO3S SARS-CoV2 
3CL Protease YES 0.50

3. C3H9O6P SARS-CoV2 
3CL Protease YES 0.50

1. C10H20O
RNA_poly-

merase_
SARS_CoV2

YES 0.50

2. C15H15NO2 
RNA_poly-

merase_
SARS_CoV2

YES 0.50

3. C10H15NO4 
RNA_poly-

merase_
SARS_CoV2

YES 0.50

The data presented in Table 1 provides a ranking of 
drugs along with their respective probabilities of interacting 
with the SARS-CoV 3CL Protease. The drugs with the 
identification name C19H28ClNO6 is ranked at the highest 
position on the list. This medication have a chance score of 
1, indicating a high probability of interacting with the target 

enzyme. This suggests a significant likelihood of these 
drugs interacting with the SARS-CoV 3CL protease. The 
subsequent drug, identified as C31H40N4O7, exhibits a slightly 
reduced interaction probability score of 0.59. Compared 
to the first two drugs, this reduced probability suggests a 
little diminished level of certainty, however it still indicates 
a high likelihood of interaction. These findings emphasize 
the ability of the medications to interact with the SARS-
CoV 3CL Protease, indicating that further investigation 
into these drugs is required for the development of drugs or 
therapeutic strategies to treat SARS-CoV infections.

The MPNN-CNN model, as presented in Table 2, 
is employed to assess the propensity of drugs to interact 
with the SARS-CoV 3CL Protease. The drugs C8BrF17 and 
C10F18 have the highest ranking on the list due to their high 
likelihood score of 0.94 for interacting with the target 
enzyme. Consequently, there is a high likelihood that these 
drugs will interact with the SARS-CoV 3CL protease. 
Medication C9F21N has a somewhat lower interaction 
probability value of 0.93. However, this still indicates a 
strong likelihood of communication. In summary, these 
findings highlight the necessity for more investigation into 
the effectiveness of these drugs in specifically targeting the 
SARS-CoV 3CL Protease. Additionally, it underscores the 
significance of utilizing these medications in therapeutic 
strategies and drug advancement to treat SARS-CoV 
infections.

Table 3 displays the ranking of drugs according to 
the anticipated probability of interacting with certain target 
proteins, as evaluated by the MPNN-Transformer model. 
The highest-ranked drugs consistently exhibit a likelihood 
score of 0.50 for interacting with many target proteins, 
including the RNA polymerase of SARS-CoV2, the SARS-
CoV 2 3CL Protease, and the SARS-CoV 3CL Protease. 
Based on the model, there is a modest probability of 
interaction between these drugs and their respective target 
proteins. In order to fully comprehend the significance 
and potential therapeutic applications of these anticipated 
interactions within the framework of drug development 
and discovery endeavors aimed at these proteins, further 
investigation and validation would be required.

IV. CONCLUSION

In summary, the data provided provides information 
about the anticipated interactions between medications 
and certain target proteins, as determined by the MPNN-
Transformer model. The top-ranked medications 
consistently show a probability of 0.50 for interaction, 
indicating a modest likelihood of engagement with these 
targets, despite differences in the target proteins. Although 
these predictions offer a useful basis for more research, 
it is important to recognize the intricacy of drug-protein 
interactions and the limitations of computational models in 
capturing all the subtleties. In order to validate and clarify 
the relevance of these anticipated interactions and ultimately 
improve our comprehension of possible therapeutic paths 
for treating illnesses like SARS-CoV and SARS-CoV2 
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infections, further extensive analysis and experimental 
validation are required.

Additionally, the MPNN-Transformer model’s 
adaptability in predicting drug-protein interactions across 
a range of biological situations is highlighted by the 
constant probability scores across various target proteins. 
By highlighting possible candidates for additional 
experimental validation, this illustrates the potential value 
of computational techniques in accelerating the drug 
discovery process. To make well-informed judgments 
about drug development, it is imperative to use caution 
when interpreting these predictions and to combine them 
with extensive experimental data and domain experience. 
We can take advantage of the complementary qualities 
of computational modeling and experimental validation 
to expedite the search for efficient treatments for difficult 
infectious diseases and other medical disorders.
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